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Section 1
Introduction

1.1 Purpose

This Services Catalog provides a comprehensive overview of the capabilities available from the
Deep Space Network to support flight projects experiment investigations. The capabilities
described here are focused on deep space missiongkartfamissions above Geosynchronous
Earth Orbit (GEO) distance, and grodpased observational science, although many are
potentially applicable to otherigsion domains.

The descriptions given in this Services Catalog are intended to aid those preparing mission and
experiment proposals, as well as those in the early stages of project planning. More specifically,
the Services Catalog:

1 Provides a standarddanomy of services. It serves as the basis for seleied agreements
and other instruments of commitment between flight project and experiment investigation
customers and the service providers.

1 Provides higHevel descriptions of the capabilitiest will assist mission proposers and
planners in scoping their efforts and in establishing conceptual designs for areas concerning
space communications. In addition, since the DSN services and capabilities are constantly
evolving, the Catalog is a meanscmmmunicate with missions for new things to come and
old to decommission, so that the affected missions can plan for such changes in alignment
with the DSN.

1 Provides basic information regarding how to obtain services and support. It aejpct
custamers in planning. It includes information regarding pricing that can be used in deriving
life-cycle cost estimates for mission systems. This is crucial in an era of full cost accounting,
as the mission selection process conducted by the various Natienalautics and Space
Administration (NASA) Programs must take into account their expenditureBSi
services

1.2 Scope

The capabilities identified in this Services Catalog come from the Deep Space Network (DSN), a
multi-mission system, which provides spasemmunication services, i.e., acquisition and/or
transport of tracking, telemetry, and command (TT&C) data over the space links, as well as
observational science utilizing those links.

The capabilities provided to customers are data services. Theseeaaiom@al functions that

relate directly to the communications and tracking over sgemend communications links, and

to the acquisition of observational data pertaining to such links. These functions are performed in
their entirety by the service pralér.

In accordance with established policy, this Services Catalog includes only capabilities that are
either available or have funded deployment plans and approved commitment dates at the time of
its release.

Note that the Services Catalog is not a requéets, design, or interface specification. The various
documents more fully defining the capabilities and their interfaces are discussed in Section 2,
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"DSN Overview", and identified in Section 3, "Data Services". The various instruments of
commitment andheir usage are discussed in Section 6.4, "Commitment Process".
1.3 Notation and Terminology

Throughout this Services Catalog, references to external documents are noted by footnotes. A
complete list of references is shown in Appendix B, "Document Informiatio

Terms and acronyms used within this Services Catalog are defidggpendixA, "Glossary &
Acronyms”. However, the reader should be particularly aware of some key terms. They are:

Capability Used generically in the Services Catalog to refamypand all services and
support used by missions
Customer An organization that requires capabilities from the DSN in order to conduct

a flight project or experiment investigation

Decommissioned Applies to a capability or facility that is no longarpported for use by any
customer

DSN Science Refers collectively to Radio Science services, Radio Astronomy / Very
Long Baseline Interferometry (VLBI) services, and Radar Science services,
or the data and met#ata generated by these services

Mission Used generically in the Services Catalog to refer to a flight project, and an
experiment investigation conducted in conjunction with a flight project, or
an experiment investigation using the DSN as a science instrument

Mission Data Data that are transpodeia the spacground communications link, or are
derived from observation of that lirkincluding command data (but not all
information pertaining to command preparation), telemetry (level 0 or
thereabouts), tracking data (but not navigation data)P&id science data

User A person participating in flight project mission operations or an experiment
investigation, who interacts directly with services or support provided by
the DSN
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Section 2
DSN Overview

This section provides a description of thEN in the context of mission operations, a physical
view of the DSN, and the service concept of the DSN.

2.1 Mission Operations Context

211 Functional View

Figure 2.1 depicts a functional view of the DSN in the context of mission operations. The
breakdown showrs typical for a flight project, although there can be substavdightion due to
particular mission's characteristics, organization, and operational strategy.

T
P v !
! -Science Pla
1 o cience Plans
1 I Generation _=__ < Planning !
| I Sequencing 1
1 I -Commands * = 1
| - Transmit Control t SATAHELIL 5T !
|: | ]
Command -+ : T 1
(. !
1! Sci !
I : Mission Control e Flight System e Plazll:i];ce& :
1 | & Monitoring Analysis g_ 1
1 Analysis ]
P A A ]
]
1 : / Y Instrument Data :
: ) DataMgmt & [+ 7| [Processing 1
Telemetry I ] > Archiving 1
1 | -Telemetry Frames, - 1
1 | Packets, Files, ’ - Science Data 1
: I Beacon Tones - Ancillary Data 1
i 1 -Validated Tracking 1
! ]
]
DSN Scicnce o - DSN Science Data i
Radio Science, VLBI/Radio — 1
Astronomy, RadarScience : | 1
1 ! ;
| ]
(. !
| 1
1
Lo MOS !

Figure 2-1. Mission Operations Contexti Functional View

Three distinct operational domains are shown in the diagram above:

1 Flight system- The flight system performs as a semitonomous operations system. It
carries out a wide variety of functions (such as command or segereaoation, making in
situ or remote measurements;lorard data management, and theéboard aspects of space
communication, etc.) that vary by mission. The flight system communicates directly with
the DSN via the spaeground communications link, and inekctly with the flight project's
Mission Operations System (MOS) through the DSN.

1 DSN — The DSN operates on a muiftiission basis, serving many flight projects and
experiments concurrently. The DSN carries out a standard set of functions on the customer's
behalf (e.g., command and telemetry data transport, tracking, and grased sence data
acquisition). These are coordinated via a common service management function. The DSN
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communicates with the flight system directly via the spgroeind communications link, and
with the MOS via a set of standard service interfaces.

1 Mission Ogerations System ((MOSThe fl i ght project’s or expe
operates largely as a dedicated operations system. The MOS carries out the ground
engineering functions necessary to operate a mission (such as planning, sequence and
command gneration, navigation, and analysis of flight system performance and behavior).
Science planning and analysis may also be carried out by the MOS (as shown), or may be
relegated to a separate Science Operations System which interacts closely with the MOS.
The MOS communicates directly with the DSN via the service interfaces, and indirectly with
the flight system through the DSN.

2.1.2 Physical View

Figure 2.2 depicts a physical view of the DSN in the context of mission operations, identifying the
key facilities used in supporting flight projects and experiment investigations.

Deep Space
Communications
Complex (DSCC) |

Goldstone |
| Canberra
| Madrid Mission Operations
Center (MOC)
Launch Support Facility Remote
(MIL-71)
Compatibility Test Trailer
(€TT) |
] I
Development and Test .
8 I Remote Operations
Facility (DTF-21) Center (ROC)
Mission Operations
Network Operations LAN Center (MOC) JPL
Control Center ]
(NOCC)
Emergency Control Center
(ECC)

Figure 2-2. Mission Operations Contexti Physical View

The facilities shown in the figure are described as follows:

1 Deep Space Communitans Complexes (DSCQG) The three DSCC facilities are located
near Barstow in Goldstone, California; Madrid in Spain; and Canberra in Australia. Each
complex has a Signal Processing Center (SPC) and a number of antennas, including a 70m
antennaand multiple 34m Beam Wave Guide (BWG) antesnaMadrid complexhas a
additional34-m High Efficiency (HEF) antennhathas been decommissioned at Goldstone
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and Canberra. Each complexalso has the support infrastructure and personnel needed to
operate and maintain the antennas.

Figure 2.3 identifies the antenna sizes and types available at each of the locations. These
stations communicate with and track spacecraft ak$ K- or Ka-band. See section 5.1,

"DSN Stations- Operating Modes and Characteristics" for a summary of the characteristics
and RF capabilities of each antenna. A more detailed specification of the key characteristics
of the DSN antennas can be found in the D®M:dommunications Link Design Handbdok

GDSCC - Goldstone, CA

CDSCC - Canberra, Australia

5444

MDSCC — Madrid, Spain

DSS 24 DSS 25 DSS 26 | DSS-23

1
1
1
..\|
=1
I
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Signal Processing
Center SPC-10
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BWG-1 BWG-2 BWGS[ BWG4|

Signal Processing
Center SPC-40

DSS-65
HEF
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Signal Processing
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Emergency
Control Center
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70m R&D GAVRT
Pasadena & Monrovia, CA g v Optical [ Fst.
) Antenna | Sub-Net S-Band X-Band K-Band Ka-Band 15500m | Deliv.
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Figure 2-3. DSN Asset

1 DSN Telecommunications Link Design Handbook, Document No-G®B) Rev. E, Jet Propulsion Laboratory, Pasadena,
California
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9 DSN Test Facilities

0 The Development and Test FaciliffpTF-21), located near JPL, is used to
conduct tests of RF compatibility between the DSN and the customer's flight
system, and as a developnantest facility for modifications to be
implemented in the DSN.

o0 The Compatibility Test Trailer (CTR2) is a tansportable facility for
conducting tests of RF compatibility between the DSN and the customer's flight
system at the customer's facility.

o0 The Launch Support FacilitylL -71) providesre-verificationprior tolaunch
operations at NASA's Kennedy Space @ent

1 Emergency Control Center (ECG) This DSN facility is located at Goldstone,
California. It is a scaledown mission operations center intended to enable limited
DSN continuity of operations arftight operations in the event that a natural disaster
or other catastrophe disables operations at JPL.

1 Deep Spac®peratios Center DSOQ —This is a faciliy located at the JPL Oak Grove
site in Pasadena, California. TB&OC includeshe computing and communications
equipmentand the personnel that progidentral monitor and control of the network,
coordination between the globally distributed DSCCs, as well as data procassing
data delivery interface to the missions

1 Remote Operations Center (ROE€)his centercomprises the facilities, equipment,
andpersonnel that provide ddag-day operations engineering and support functions for
the DSN.

1 Mission Operation Centers (MOGs)hese customer facilities house the MOS. They
are typically assigned to a single flight project, although shared MOCs ardraemet
used. Depending on the project, MG@Gnay be located at JPL in Pasadena, Califprnia
at the customer's home institutjaat a spacecraft vendor's sitesome combination
thereof.

An alternative term that is commonly used in reference to JPL mssgollission
Support Area (MSA). This can be thought of as a synonym for "MOC", or as a
reference to a dedicated area with a larger MOC serving multiple missions.

2.2 Service Concepts

The DSN provides a variety of capabilitiggmt suppora broad range of msion functions. The
capabilities provided by the DSN are classified as follows:

i Data Services
1 Engineering Support

221 Data Services

Generally, "service" means "work done on behalf of another". Within this Services Catalog, we
use a more stringendefinition that conforms to the precepts of serocented systems
architectures:
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Service- A self-contained function, which accepts one or more requests and returns one or more
responses through a weléfined, standard interface. A service does npédeé on the context or
state of other services or processes (although it may utilize other services via their interfaces).

Services are specified from the user's point of view, i.e., in terms of "what it provides" rather than
"how it is performed" or "whiadoes the job".In other wordsa service is completely specified in
terms of its behavior and performance without reference to a particular implementation.

The services described herein are "mission operations" services, i.e., a service providee (e.g.,
DSN) produces engineering or science operations results for a flight project or experiment
investigation. The service is the "whole job" in the operations sense. It will thus typically involve
a combination of software components, computing and canuations hardware, personnel and

the procedures they follow, as well as facilities. Further, the service is also the "whole job" in the
life-cycle sense. The design, implementation, integration, verification and validation activities
needed to supply ¢hservice are an inherent part of it.

"Data Services" are mission operations services that relate directly to the transport of mission data
over spacgground communications links, and to the acquisition of observational data pertaining
to such links. Thegxhibit the following common characteristics:

1 "Pick & Choose™ The data services offered by the DSN are independent of each other, i.e.,
subscribing to one service does not imply a need to also subscribe to additional, unrelated
services. Customers can thus pick and choose those services that are relevant to their
purposes and cosiffective to use.

1 "Plug & Play"— DSN-provided data services are muttission in nature. This means that
they generally require table adaptations, provided they are used in accordance with their
standard definition. No development iequired on the part of the DSN beyond
configuration, parameter updatesission service validationand interface testing. The
development needed on the customer's side is limited to that inherent in using the standard
service and meeting its interfaces

1 Standard Interfaces DSN-provided data services are accessed via-aeflhed, standard
data and control interfaces. "Standard interfaces" in this usage include those formally
established by standards organizations (e.g., the Consultative Committeeader [Zuta
Systems (CCSDS), the Space Frequency Coordination Group (SFCG), the International
Telecommunication Union (ITU), the International Organization for Standardization (ISO)),
de facto standards widely applied within industry, and common interfaeesisg by the
DSN. Where feasible, data service interface standards have been chosen so as to enable a
high degree of interoperability with similar services from other providers. This mitigates the
need for additional development effort on the partathkthe DSN and the customer, as well
as maximizing the customer's opportunities to reuse service utilization applications

1 Accountable— The performance of each data service to which a customer subscribes is
routinely measured and reported. In additiomges services are provided on a fee schedule
basis, the recurring costs of providing a particular service are also tracked.

2.2.2 Engineering Support
DSN engineering personnel can be made available to support customers in condueting pre

project studies, missmodesign, MOS/GDS development, integration and test, as well as mission
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operations. These are most commonly conducted on adéedfort basis, but may entail
specific deliverables. The scope of each engineering support activity must be assesasd ona c
by-case basis, and availability of personnel is naturally limited.

2.3 List of Services and Support
The following sections list the services and support capabilities offered by the DSN.

2.3.1 List of Standard Data Services

1 Command Services
o CommandRadiation Service
o Command Delivery Service
1 Telemetry Services
TelemetryFrame Service
TelemetryPacket Service
Telemetry File Service
Beacon Tone Service
Relay Service
1 Space Internetworking Services
o Internetworking Bundle ServiceZ0822initial capability)
1 Tracking Services
o Validated Radio Metric Data Service
o0 DeltaDOR Service
9 Calibration and Modeling Services
o Platform Calibration Service
0 Media Calibration Service
1 Radio Science Services
1 Radio Astronomy / VLBI Services
o Signal Capturing Service
o VLBI Data Acquisition Service
o VLBI Data Correlation Service
1 Radar Science Services
0 Experiment Access Service
o Data Acquisition Service

o O O O O

2.3.2 List of Engineering Support

1 System Engineering Support
1 Advanced Mission Planning Support
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Emergency Limited Continuity dDperations

RF Compatibility Test Support

Mission System Test Support

Spectrum and Frequency Management Support
Spacecraft Search Support

Initial Acquisition

List of Decommitted Capabilities

The followingcapabilities are decommitted and are not availableetv missions; they still may

be available to missions with an existing commitmertie information is therefore not reflected

in later Services Attributes Tables in Section 3.

T

T

T
2.3.4

Square wave subcarrier for command modulation (Command Radiation and
CommandDelivery Services)

Long constraint length (k=15, r= J/6onvolutional codes (Frame, File, and Relay
Services)

30-day data retention (Frame, File, and Relay Services)

List of Future Capabilities

The followingcapabilities are planned for complete implementabiegr the next few years

T
il
T

Near Earth Kband (22.55-23.15 GHz) uplink at two antennas at each DSCC.
Additional second antenna with-tkand (5.5—27.0GHz) reception at each DSCC.

High rate 150 Mbps LBC-coded telemetr{in process of being deployed at some
antennas)

High rate 20 Mbps LDP€oded comman(@n process of being deployed at some
antennas)

80 kW X-band transmitter at 78 antennagimplemented at Canberra, pending at
Goldstone and Madrid)

Space internetworking service witlelay Tolerant Network@TN) bundles
Non-realtime Opportunistic MSPA (OMSPA) capability
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Section 3
Data Services

This section describes the standard dataices provided by DSN. The individual data services
are grouped inteightservice families. Each family is a collection of functionally related services.
The various services within a family are distinguished from one another by the level of pigpcessi
involved, their valueadded function, or the type(s) of source data.

Performance values specified in this document arenhiigh level summarynly. Please see
reference documents for latest performance specifications.

3.1 Command Services

The Command Selees transmit data to the spacecraft. Command data transmitted typically
includes commands, sequence loads, and flight software loads, but may also include any other
types of data elements. This service family is functionally divided into Command Badiati
service and Command Delivery service. The following summarizes these services in terms of their
associated data modes and protocols:

Table 3-1. Command Services Summary

Command Service Type | Data Mode Protocol and Interface Specification
CCSDS SLE Forward CLTU Servite

CCSDS SLEEnhancedrForward CLTU
Stream Mode

Command Radiation Servicé
Service 0239 Telecomm

Space Command Message File (SCN

File Mode Interface,0198-Telecomm
CommandDelivery File Mode CCSDS File Delivery Protocol (CFDH
Service 0213 Telecomni

2 Space Link Extension Forward CLTU Service Specificat@8SDS 912..B-3, Blue Book,July 2010 and CCSDS 912H:-2, November
2004
E Space Link ExtensionEnhanced~orward CLTU Service Specification, CCSDS 9112Q-1, OrangeBook, July 2012

4 Deep Space Network / Detailed Interfaaesign, Document No. 82013 0239 Telecanm, " Space Link Extension Forward Link Service
Interfacé

5 Deep Space Network / Detailed Interfdaesign, Document No. 82013,0198 TelecommSCMF,“ Spacecraft Command Message File
(SCMF) Interfaceé

6 Deep Space Network / DetailéuterfaceDesign, Document No. 82013,0213 TelecommC F D FDeep ‘Space Network (DSN) Interface for
the CCDSDS File Delivery Protocol (CFDP)
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3.1.1 Command Radiation Service

Command Radiation is the more rudimentary of the two services. DSN operates this service in
either a Stream Mode or a File Mode. In sieeam mode, data in the form of Command Link
Transmission Units (CLTUspr Enhanced Forward CLTUk received from a customer's MOS

and radiated, as prescribed in the SLE Data PDU, to a spacecraft during a pass as a series of
individual data units (thatould be concatenated). Conversely, in file mode, a command file, i.e.,

the Space Command Message File (SCMF) is stored atiBsDCprior to, or during, a pass and
radiated to the spacecraft at a custospcified time (radiation is reliant on an operatdoth

modes ensure timely radiation of command data; however -feemicommand delivery to the
spacecraft is not guaranteed.

The CCSDS Space Link Extension (SLE) CLiBlthe standard interface protocol in stream mode,
with the DSN Command Radiation.

Table 3.2 contains a set of attributes summarizing the functions, performance, and interfaces for
the Command Radiation Service. Relevant documents for this service are also identified in the
table.

Table 3-2. Attributes of the Command Radiation Service

Parameter Value
NearEarth S, XK’
Frequency Bands Supported Deep spaceSX, Ka (DSS25 only)
S-Band: 34m BWG 99 dBW at 20 kW79
dBW at 250W
34m HEF 79 dBW at 250 W
70m 106 dBW at 20 kW
(DSS14,-63)
113 dBW at 100 kW
(DSS43) W
- X-band: 34m BWG/HEF 110 dBW at 20 k
EIRP and Transmitting Power 20m 116 dBW at 20 KW
(DSS14,-63)
122 dBW at 80 kW
(DSS43)
K-Band: 34m BWG 127.7dBW at 50W
Ka-Band: 34m BWG 1038 dBW at 300 W
(DSS25 only)
Refer to Table &

" K-band uplinkat 22.5523.15 GHz is expected available in 2022. Concurrent dual uplinksaatdS<band, oiX- and K-band, will be
available.

8 Shand uplink at Madrid excludes the use of 22120 MHz frequency band, per agreement between NASA and Secretaria de Estado de
Telecomunicaciones para la Sociedad de la Informacion (SETSI), January 2001.

9 Maximum EIRP may be less for the near Earthafid. Consult 8005 Module 104 for the actual value.
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Parameter Value
RCP
Polarizations Supported LCP
No RCP/LCP simultaneity
BPSK on subcarrier for

Modulation Types

BPSK with filter option,directly on carrier for uplin
ratefrom 4 kbps to10 Mbps?

OQPSK with filter option, directly on carrier for
uplink ratefrom 4 kbpsto 20 Mbps'©

Modulation Formats

NRZ: L, M, S
Bi-phase L or Manchester, M, S

Modulation Index Range

Sinewave subcarrier: 0.1—1.52 radians
Squarewave subcarrierd.1—1.40 radians
No subcarrier: 0.1-1.57 radians

Carrier/Subcarrier Waveform

Residual carrier: sine wave
Subcarrier: 8 or 16 kHper CCSDS
recommendation. Capability extends up to RE@

Uplink Acquisition Types

CCSDS Physical Link Operations Proceddre
(PLOR2)

Uplink Data Rate

Maximum 20 Mbps
Minimum 7.8 bps

Channel Coding

Reed Solomon (223, 253)DPC (1/2, 2/3, 4/5, 7/8)
or provided by mission user

Data from MOC to DSN

Stream of CLTUs over a TCP/IP interface
or
File of CLTUs

Data from DSN To Spacecraft

CLTU and EnhanceBorwardCLTU, per CCSDS
TC Space Link Protocol (ref. CCSDS 23B6l)

DataUnit Size

Maximum CLTU size: 32,752 bifgnay be greater
for Enhanced~orwardCLTU)

Minimum: 16 bits

A series of CLTUs can be contiguously radiated.

Transaction Rate

600 CLTU/s (max.)

Data Retention Period

No data retention other than buftaging for
radiation

101t is recommended to use large CLTU size (32 kb) for high command data rate (e.g., above 256 kbps) to minimize tha tetesactio
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Parameter Value

CCSDS Space Link Extension (SLE) Forward
CLTU (ref. CCSDS 912:B-2), online delivery

mode
Data Delivery Methods from MO CCSDS SLE Enhanced Forward CLTU (ref.
to DSN CCSDS912.110-1), ontline delivery mode

Space Commanillessage File (SCMF) Interface,
ortline or off-line delivery mode
CLTU File, online or offline delivery mode

Radiation Latency < 125 milliseconds per CLTU

Service Operating Mode Automated

Nominal 95%
Mission critical event 98%

Service Availability

Bit error rate: 10

o~
Data Quality CLTU error rate: 10

Accountability Reporting SLE command radiation status report

Ground Communication Interfac Refer to Section 3.8
Methods

DSN documents 81005; 816007*%; 820-013
DSN Interface Specifications 0239 Telecomm, 019TelecommQ19+
Telecomm, 0198 elecomm

TErrorrates depend oreceivedSNR at the spacecraft

The Command Radiation Service offéiseeranges of uplink data rates using different command
modulation schemesLow-Rate Medium-Rateand HighRateCommand.

1) Low-Rate Commanéd Uplink rates for LowRate Command range fronBbps to 4 kbps.
The uplink modulation scheme for this mode compliite the CCSDS recommendatién
Command data units from the customer's MOS are Phase Shift Key (PSK) modulated by
the DSN on a8 or 16 kHz sine wave subcarrier such that the subcarrier is fully suppressed.
This PSkmodulated subcarrier is then modulata@to the RF carrier so as to leave a
residual (remaining) carrier component.

2) MediumRate Commané Uplink rates for MediunrRate Command range from 8 kbps to
256 kbps. The uplink modulation scheme for this mode complies with the CCSDS

1 DSN Mission Inteface Design Handbooloocument No. 81007, Rev. E, Jet Propulsion Laboratory, Pasadena, California.

12 ccsps Recommendation, "LeRate Telecommand Systens"Radio Frequency and Modulation System, ParEarth Stations and
Spacecraft, CCSDS 401818, Blue Book,December 2007
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recommendatiolf. Canmand data units from the customer's MOS are modulated onto an
RF carrier (instead of subcarrier) by the DSN so as to leave a residual (remaining) carrier
component. The maximum uplink data rate, 256 kbps as shown in Tables 3.2 and 3.3, can
only be met uder limited circumstances:

a) Contiguous radiation of a sequence of CLTUs is ensured

b) The radiation duration of each CLTU (number of bits/data rate) must be greater than
100 msec

c) The maximum CLTU size that can be accepted is 32,752 bits

3) High-Rate Commané Uplink rates for HighRate Command can extend up to 20 Mbps.
For an encoded data with LDPC rate %2, the equivalent symbol rate would be 40Tksps.
data is expected to be diremrrier modulated, with either BPSK or OQPSK. The
maximum CLTU for Enhanced Forward CLTU can be greater than 32,752 bits.

Moreover, data quality identified in Tables 3.2 and 3.3 assumes suftigi®htprovided for
the space forward link.

3.1.2 Command Delivery Service

Command Delivery is a more comprehensive service. This service includes the functionality of
lower level services, i.e., the Command Radiation Service, and the reliable command delivery
feature. It accepts command files from a Project's MOS in eitHetimesor at any point prior to

the time designated for radiation. The command files are stored &SB€ until positive
confirmation of successful file delivery to the spacecraft. Using the standard CCSDS File Delivery
Protocol (CFDPY, this service xecutes command radiation while providing reliable "efree"

delivery of command data to a spacecraft. The reliable command delivery is accomplished through
the selective retransmission scheme of CFDP. Therefore, missions subscribing to this sistvice m
implement that capability on the spacecraft compliant to the CFDP standard. This service requires
the project to send the CFDP response directives (ACK, NAK and FIN) that are received from the
S/C via telemetry to the DSNThe Command Delivery seng can operate in either of two basic
modes:

1 Unacknowledged mode In this mode, missing PDUs or other uncorrected errors in
transmission are not reportbgthe spacecraft. This mode thd®es notequire interactive
response from the spacecraft. Hoee missed data will not be automatically retransmitted.
This is referred to in the CCSDS specification as "unreliable transfer".

1 Acknowledged mode This mode guarantees complete file transfer within the parameters
established for the protocol. Tepacecrafwill automatically notify theDSN (via downlink
telemetry)if file segments or ancillary data are not successfully received (i.e., PDUs are
missing or malformed). THBSN can then retransmit the missed items, andspgaesecraft
will combine themwith the portions that were previously received. This is referred to in the
CCSDS specification as "reliable transfer”.

13 ccsps Recommendation, "MedidRate Telecommand Systems" in Radio Frequency and Modulation System; BartH Stations and
Spacecraft, CCSDS 401818, Blue Book,December 2007

14 ccsDs File Delivery Protocol (CFDP), CCSD$7.0B-4, Blue Book, January 2007
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Table 3.3 contains a set of attributes summarizing the functions, performance, and interfaces for
the Command Delivery Service. Redmt documents to this service are also identified in the table.
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Table 3-3. Attributes of the Command Delivery Service

Parameter Value

NearEarth S, X K*®
Deep space’§ X, Ka(DSS25 only)

Frequency Bands Supported

S-Band: 34m BWG 99 dBW at 20 kw79
dBW at 250W
34m HEF 79 dBW at 250 W
70m 106 dBW at 20 kW
(DSS14,-63)
113 dBW at 100 kW
(DSS43)
- X-band: 34m BWG/HEF 110 dBW at 20 kW'
EIRP and Transmitting Power 20m 116 dBW at 20 kW
(DSS14,-63)
122 dBW at 80 kW
(DSS43)
K-Band: 34m BWG 127.7dBW at 50W
Ka-Band: 34m BWG 103.8 dBW at 300 V|
(DSS25 only)
Refer to Table 51
RCP
Polarizations Supported LCP

No RCP/LCPsimultaneity

BPSK on subcarrier for uplinkrate 4 kb ps

BPSK with filter option,directly on carrier for uplin

Modulation Types ratefrom 4 kbps tol0 Mbps?

OQPSK, with filter option, directly on carrier for
uplink ratefrom 4 kbps to 20 Mbp'§

NRZ: L, M, S

Bi-phase L or Manchester, M, S

Sinewave subcarrier: 0.1-1.52 radians

Modulation Index Range Squarewave subcarrierd.1—1.40 radians

No subcarrier: 0.1-1.57 radians

Residual carrier: sine wave

Carrier/Subcarrier Waveform | Subcarrier: 8 or 16 kHper CCSDS

recommendation. Capability extends up to 250

Modulation Formats

15 K -pand uplinkat 22.5523.15 GHz is expected available in 20Z2oncurrent dual uplinks at &nd K-band, or X and K-band, will be
supported.

16 s pand uplink at Madrid excludes the use of 22120 MHz frequency band, per agreement between NASA and Secretaria de Estado de
Telecomunicaciones para la Sociedad defiarmacion (SETSI), January 2001.

7 Maximum EIRP may be less for the near Earthafid. Consult 8005 Module 104 for the actual value.
18 |t is recommended to use large CLTU size (32 kb) for high command data rate (e.g., above 256kibps)ze the transaction rate.
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Parameter Value

CCSDS Physical Link Operations Proceddre

Uplink Acquisition Types (PLOR2)

Maximum 20 Mbps

Minimum 7.8 bps

Reed Solomon (223, 253)DPC (1/2, 2/3, 4/5, 7/8)
or provided by mission user

Non-acknowledged

Acknowledged

Files per CCSDS File Delivery Protocol (CFDP)
standard (ref. CCSD®&7.0B-4)

Files per CCSDS File Delivery Protocol (CFDP)
standard (ref. CCSDS 727834)

Maximum PDU size: 32,752 bits
Minimum: 16 bits

Data retention from the time of receiving fiile to
successful transmission

Data Delivery Methods from File transfer ofline during the pass or ofine
MOC to DSN before the pass

Nominal 95%

Mission critical event 98%

100% for acknowledged service ma@giaranteed
delivery)

CLTU error rate: 10

Undetected error rate: about 510

Radiation log, event report, and CFDP transactiof
log

Refer to Section 3.8

DSN documents 81005; 810007; 826013 0188
DSN Interface Specifications Telecomm0197Telecomm 0213 Telecomm
CFDP

TError rates depend orceivedSNR at the spacecraft

Uplink Data Rate

Channel Coding

Service Modes

Data from MOC to DSN

Data from DSN To Spacecraft

Data Unit Size

Data Retention Period

Service Availability

Data Completeness

Data Quality

Accountability Reporting

Ground Communication
Interface Methods

3.2 Telemetry Services

Telemetry Services acquire telemetry data from a CCSD@pliant space link, extract
communications protocol data structures, and deliver them to a customer's MOS. Three different
levels of services are available. Subscription to a particular level automatically includes the lower
level services. The sepes available are:

I Frame
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1 Packet
1 File

Accountability for performance is an essential aspect of the service paradigm. Since telemetry
services primarily involve data acquisition and delivery, accountability requires measures of the
guantity, continuity, anthtency of the data delivered.

3.2.1 Telemetry Services Metrics
There are several attributes of telemetry services metrics.

3.2.1.1  Quantity

Quantityis defined as the volume of "acceptable"” data units delivered by the service. For telemetry,
data unitsare Frames, P&ets, and Files. Quantity is measured as the percentage of the total data
return expected from the execution of the service instgeogs scheduled pass, over a period

of one month, as committed in the schedule. The DSN routinely achieves 95%yd#lineg the

life of mission; however, up to 98% is achievable provided there is sufficient justification and
special arrangements are made, e.g., for supporting mission critical events. These values are
derived from an assessed probability of unrecdyerdata loss based upearviceavailability
statistics from the DSN. It must also be noted that use of acknowledged Telemetry File service
will significantly improve the percentage of original data deliverauich is reflected in thBata
Completenesattributein Table3-7. Attributes of Telemetry File Service

Thequantitymetrics defined above do not take into account the following causes of data loss:

Insufficientlink margin for the space link

Adverse weather conditions

Solar Conjunction

Loss d data due to certain spacecraft events or anomalies, (e.g., occultation,
spacecraft ofpointing during downlink, tracking mode change, and sequence errors)

T
T
T
T

Users of any frequency band will experience some outages due to adverse weather conditions. The
extent of outages depends strongly on the user's assumptions about weather when configuring their
spacecraft, and the application of data management techniques such as CFDP. Users are advised
to design their data return strategy to be tolerant of weadiused data delays or gaps. The peak

data quantity at $ X-, K- and Kaband is currently believed to result from assuming
approximately 98th, 95th, and 90th percentile weather respectively when usingerdong
statistical averages. Thuke user shouldesign the data return strategy such that planned re
transmission of 2%, 5%, or 10% is acceptable. However, since the role of climatic fluctuation is
not yet fully understood at Kland, some consideration should be given to the possibility that
weather wll be significantly better or worse than the historical averages. For optimal link
utilization at Kaband users should plan on near riahe data rate adjustments based on weather
conditions.

3.2.1.2 Quality
Quality is defined as the "error rate” for the delied data units over the etmend path.

A major contributing factor to telemetguality is theframe rejectionrateA f r ame i s
when it fails to decode or fails a checksum proc&stemetrydata unitstypically use error

rej
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detectingand/orerror-correcting codes such as Reed Solomon, convolutional, toealensity

parity checkor some combination of these. Table 3.4 gives some sdraple rejection ratefor

variation of block size, coding scheme, and link margin. As the table illest@istomers must
determine the acceptable frame rejection rate for their circumstances, select a coding scheme
accordingly, and maintain an adequate link margin in order to ensure the required performance.
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Table 3-4. Example Frame Rejection Rates

Frame . . . .

Rejection Rate Block Size Coding and Link Margin
Convolutional (r=1/2, k=7) code concatenated W

<1068 8920 bits ReedSolomon (223/255) block code; @/Ho> 1.8
dB

<104 8920bits Rate = 1/3 turbo code; @,/&o>0.4dB

< 10° 1784 bits Rate = 1/6 turbo code; @,/&o>0.4dB

<10° 1024 bits Ezth: 1/2 low density parigheckcode; @ B/No>

Another contributing factor to telemetry quality, the undeteetedr rate introduced by ground
equipment, is less than 4 x ¥pand can therefore typically be ignored.

Data quality identified in Tables 3:53.7 assumes sufficientfo floor provided for the space
return link. The conditions required to meet thiemnetry data continuity as described in section
3.2.1.3 are also applicable to the telemetry data quality.

3.2.1.3 Continuity

Continuityis defined as the number of gaps in the set of data units delivered to a customer during
a scheduled pass. A gap is definedtee loss of one or more consecutive data units. Continuity

is distinguished from quality in that the former counts the number of gaps (holes) in the data set
during a scheduled pass, while the latter measures the percentage of the total numbenit$ data u
returned to a customer during the same scheduled pass

Data units are Frames or Packets depending upon the subscribed servidgdieyPSN routinely
provides a gap rate less than or equal to 8 gappasprovided:

f The B/Nois sufficient for a Frame Rejection Ratd x 10° at all times during the pass.

1 There are no spacecraft anomalies throughout the pass.

1 Thereis no change in theelemetry data rater link configuration (iway, 2way, 3way)
during the pasthat wouldnecessitaareacquisition.

1 No RFI events occur during the pass.

Users are advised to design their mission data return strategy to be tolethist mminal
condition.

3.2.1.4 Latency

The definition ofLatencyfor telemetry is the delay between aalanit's reception at a specified
point and its delivery to another point where it becomes accessible to a customéeleRuetry
Frame Service, Telemetry Packet ServaselTelemetry File Servigéhe point of reception is the
antenna when the correspbng frame(s) of the data unit (frame, packet, or file) are acquired and
the point of delivery is the customer's MOS.

311



820100, Rev. H

However, the | atency is a function of the ban
which is not under the control of the DSNn the discussions below, it is assumed that this
bandwidth is sufficiently large to ensure that it is not a constraint in the data delivery latency.

The latency is normally measured based on frames that are decoded at the station. The nominal
performane excludes major equipment or network ousagethe DSN.

Three grades of Quality of Service (QoS) are defined for telemetry, each corresponding to a
specific delivery modeThe DSN determines the type of data delivery based on the virtual channel
ID (VCID); thus, it is important for missions to use distinct VCID for various data streams with
different required latency.

. . Delivery Mode &| Delivery Delivery
Grade of Delivery Service Method Latency Completeness
Grade 1- Online Timely Online Stream |~10 seconds |~ 95%
(plus 4
Data delivery isnitiated immediately upon ingestion, ar telemetry
the data delivery rate is equal to the data ingest rate frames)
throughout the duration of the service instance. If the
service cannot keep up for any reason, data units will
skipped, i.e., the most recent data wilays be delivere(
within the time constraint. Skipped data units may be
delivered subsequently via GradeCKfline complete
mode.
Delivery is limited tonominally 100 kbpsper mission
service instancée.g., a scheduled pas$Special
provision is madéo accommodate 150 Mbps for Artem
missions.
Usage: Transport of data for which low latency is mor|
important than completeness, e.g., S/C housekeeping
space link accountability data.
Grade 2- Online Complete Online Stream o1 ~ minutes(for | ~ 99.99%
File telemetry
Data delivery is initiated immediately upon ingestion, K data, subject
the data delivery rate may be less than the data inges to mission
due to outbound bandwidth constraints, resulting in data rate
delayed delivery of data units. A high degree of data and latency
completeness is guaranteed. requirement)
Delivery is limited to 1 Mbps panission service instanc
Usage: Transport of data for requiring intermediate
latency and high completeness, e.g., engineering or
science data used for quick turnaround plannibgs
meantfor shortduration download.
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. . Delivery Mode &| Delivery Delivery
Grade of Delivery Service Method Latency Completeness
Grade 3- Offline Complete Offline Stream ot 12-24 hours |~ 99.99%
File

Data delivery may be initiated at any time after ingesti
starts,including after ingestion is complete. Further, th
data delivery rate may be less than the data ingest rat
to outbound bandwidth constraints. A high degree of

completeness is guaranteed.

Usage: Transport of higholume data that requires agh
degree of completeness but for which greater latency
be tolerated, e.g., image or other science data.

The latencies for the above QoS are also a function of the aggregate data acquisition (capture) rate
at the DSN site, i.e., the DSCC. They will vary from time to time.

3.2.1.5 Telemetry Data Acquisition Throughput

Depending on the link performance, coding scheme, modulation method, and other factors, the
maximum telemetry acquisition or capture rsw@ported by the DSN is:

1 10Mbps (deep space) an8aAMbps (for near EartK-bangd for convolutional encoded
data (r=1/2, k=7) concatenated with Re&amlomon encoding

1 6 Msps for Turbo encoded datactual bit rate is dependent on code rate)

1 5Mbps forLDPC encoded data

1 150Mbps for LDPC encoded data in ~2023

The minimum supported data rate is 10 bps (uncodbed)t is recommended that the data rate
be at least 40 bder atimely acquisition

However, since multiple missions are simultanépuisacked by each DSCC, the achievable
telemetry data acquisition throughput for a given mission is constrained by the maximum
aggregate data capture rafel80 Mbpsat the DSCC.This number is expected to be increased to
~350 Mbps in circ2023

3.2.2 Telemetry Frame Service

Telemetry Frame Service is available to missions meeting the following criteria:

1 A frame structure compliant with the CCSDS Packet Telerfagegommendation or
CCSDS Advanced Orbiting Systems (A&S)

1 Afixed length frame, where eachina is preceded by a CCSDS compliant
synchronization marker.

19 packet Telemetry Services, CCSDS 168-0, Blue Book, May 1996
20 A0S Space Link Protocol, CCSDS 738, Blue Book, July 2006
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1 The frame bits are pseudandomized according to the CCSDS Recommendation for
Telemetry Channel Codingequired for turbo codingnd LDPC recommended for
all other codes) In DSN processindghe derandomization takes place after symbol
demodulation and frame synchronization.

1 Each frameeithercontains a CRC checksumn uses a blockazle that will reject
undecodablérames (e.g., Ree8olomon)

The following output options ai@vailable for frame service:

1 All Frame servicé', which provides both actual data frames and filler frames;

{ Virtual Channel serviég, which provides data frames, i.e., virtual channel data units
(VCDUSs), within each virtual channel. All data frames withivirtual channel are
delivered in order of their acquisition time.

Table 3.5 contains a set of attributes summarizing the functions, performance, and interfaces for
the Telemetry Frame Service. Relevant documents to this service are also identifeethble.

Table 3-5. Attributes of Telemetry Frame Service

Parameter Value
NearEarth S, X, K3
Frequency Bands Supported Deep space S, X, Ka
S-Band G/T (dB)
34m BWG 40.8
34m HEF 39.4
70m 49.8
X-Band G/T (dB)
G/T @ 45 Degree Elevation 34m BWG 54.2
diplexed(refer to Table 5.1) 34m HEF 53.2
' 70m 61.5
K-Band(Near Earth) G/T (dB)
34m BWG 58.2
Ka-Band(Deep Space) G/T (dB)
34m BWG 61.1
RCP
PolarizationsSupported LCP : . .
RCP/LCP simultaneity at some stations $arX-anddeep
spaceKa-band.

21 Space Link Extension Return All Frames Service, CCSDS @21Blue Book, November 2004
22 Space Link Extension Return Channel Frame Service, CCSDS-B12,.Blue Book, January 2010

23 NearEarthK-band can be concurrently receivedth Sband, but nowith X-bandat current time; however, concurrent End X-band
reception will be available in2023.
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Parameter

Value

Modulation Types

BPSKon residual carrier (with or without subcatrrier)
BPSK on suppressed carrier
QPSK, OQPSK* (no ranging)

Modulation Formats

NRZ: L, M, S;
Bi-phase L or Manchester, M, S

Carrier/Subcarrier Waveform

Residual carrier: sine or square wave

Downlink Data Rate
(Information and redundancy

Maximum: 150 Mbps for near EartK-band

13 Mbps forother frequencies
Minimum: 10bps(> 40 bps recommendédr timely
acquisitior)

Downlink Symbol Rate

Maximum: 300Mspsfor near Earth Kband(with %2 code
26 Mspsfor other frequencie@with ¥ code)
Minimum: 20 9ps(with ¥ code)

Forward ErroiCorrection

Convolutional codes: (k=7, r=1/2ithout puncturedode
ReedSolomon (RS) interleave = 1 to 8
ReedSolomon(outer)concatenated with convolutional
(inner)code

Turbo codes: 1/2, 1/3, and41{1.6 Mbps max

Turbo code: 1/6 (1 Mbps max

Low Density Parity @eck(LDPC): %%, 2/3, 4/5, 7/&5
Mbpscurrently; 150 Mbps in 2023

DataFormat from Spacecraft
to the DSN

CCSDS TM Synchronization and Channel Coding (ref
CCSDS 131.B-1)

Transfer frame format conforming to CCSDS TM Spac
Data LinkProtocol (ref. CCSDS 132B-1)

VCDUs conforming to CCSDS AOS Space Data Link
Protocol (ref. CCSDS 732B-2)

DataFormat, from DSN to
MOC

Stream of frames or VCDUs

Data Unit Size (information
bits only)

TM frame or \CDU: 8920 bits (nominal), 176its
(safing and critical events)6 kbits (maximum)lt is
recommended that large frame size is used for high dg
rates to minimize the frame transaction rate; thus,
maximizes the data processing and transfer throughpy

Maximum Numbeiof Virtual
Chanrels Supported

64 (16 virtual channels can be processed at a given til

Data Retention Period at the
DSN

Nominal 14 days after acquisitiéh

Data Delivery Methods from
the DSN to the MOC

CCSDS Space Link Extension (SLE) RAF/RCF (ref.
CCSDS 911.8B-2 and 911.2B-2)
Online timely

24 Longer retention period due toissionspecific need could be negotiated, subject to data volume constraint
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Parameter Value

On-line complete
Off-line

Engineering telemetryTypically, on-line timely (secondg
and online complete (hours)

Science telemetryTypically, off-line (hours to 24 hours
Note: Latency commitment limited by bandwidth from
DSN to project MOS

Data Delivery Latency (DSN
to MOC)

Service Operating Mode Automated

Nominal: 95%

Service Availability Mission critical event: 98%

Data Quality Frame rejection rate: 1o 10° typical

10-50 microseondsin Earth Receive Time (ERT) relatiy
to UTC, depending on downlink data rate

SLE RAF/RCEF status report

Accountability Reporting Frame accountability report

0199 Telecomm 0206 TelecommSLE

Time Tagging Accuracy

Ground Communication

Interface Methods Refer to Section 3.8

* OQPSK is equivalent to SQPSK (Staggered Quadrature Phase Shift Keying)
TError rates depend aufficiently receivedSNR

3.2.3 Telemetry Packet Servicé®

The Packet servicextracts packets from frames, i.e., virtual channel data units (VCDUSs), and
delivers them to the customer's MOS. In essence, it includes the functionality of the lower services,
i.e., telemetry frame service and telemetry packet extraction capabiligycuBtomer's spacecraft

must comply with the CCSDS packet telemetry recommendétioarder to use this service. The
following output options are available for Packet service:

1 Extracted packets are ordered by Earth received time (ERT)

9 Extracted packetsre ordered by a combination of uspecified mission parameters
(e.g., application identifier, packet generation time, packet sequence number, etc.)

Note: This order is a nerealtime query.

Note that the Packet Service subsumes the Frame Sexwgegrate subscription to the latter is
not needed. Also note that Packet Service may require an adaptation that is paid for by the mission.

25 Packet services are providiéanission makes a case of nest is approved.

26 packet Telemetry Services, CCSDS 168-0, Blue BookMay 1996
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Table 3.6 contains a set of attributes summarizing the functions, performance, and interfaces for
the Telemetry Pack&ervice. Relevant documents for this servieeadso identified in the table

Table 3-6. Attributes of Telemetry Packet Service

Parameter Value
NearEarth S, XK?’
Frequency Bands Supported Deepspace S, X, Ka
S-Band G/T (dB)
34m BWG 40.8
34m HEF 394
70m49.8
X-Band G/T (dB)
G/T @ 45 Degree Elevation 34m BWG 54.2
diplexed(refer to Table 5.1) 34m HEF 53.2
' 70m 61.5
K-Band(Near Earth) G/T (dB)
34m BWG 58.2
Ka-Band(Deep Space) G/T (dB)
34m BWG 61.1
RCP
Polarizations Supported LCP
P RCP/LCP simultaneity at some stations$arX-, and
deep spacKa-band.
BPSK on residual carrier (with or without subcarrier)
Modulation Types BPSK on suppressed carrier
QPSK,0QPSK (no ranging)
_ NRZ: L, M, S;
Modulation Formats Bi-phase L or Manchester, M, S
Carrier/Subcarrier WaveformResidual carrier: sine or square wave
Maximum: 150 Mbps for near EartK-band
Downlink Data Rate 13 Mbps forother frequencies
(Information and redundancy(Minimum: 10 bpg> 40 bps recommendédadr timely
acquisition
Maximum: 300 Msps for near Earth ¥and (with %2 codgé
Downlink Symbol Rate 26 Mspsfor other frequencies (with ¥2 code
Minimum: 20 s (with %2 code)

27 NearEarthK-band can be concurrently receivedth Sband, but nowith X-bandat current time; however, concurrent End X-band
reception will be available in ~2023.
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Parameter

Value

Forward Error Correction

Convolutional codes: (k=7, r=1/2ithout punctured coqg
ReedSolomon (RS) interleave = 1to 8
ReedSolomon(outer)concatenated with convolutional
(inner)code

Turbo codes: 1/2, 1/3, and 1/4 (M®ps max)

Turbo code: 1/6 (1 Mbps max)

Low Density Parity Check (LDPC): %2, 2/3, 4/5, 78 (
Mbps currently150Mbps in 2023

DataFormat,from Spacecraft
to DSN

Packets conforming to CCSDS TM Space Packet Prot
(ref. CCSDS 1334B-1)

DataFormat,from DSN to
MOC

Queried packets

Data Unit Size

TM packet: maximum of 30Bytes plus SFDU header

Maximum Numbeof Virtual
Channels Supported

64 (16 virtual channels can be processed at a given til

Data Retention Period at DS

Nominal14 days after acquisitiofi

Data Delivery Methods from
the DSN to the MOC

Query access to the databaseline during the pass or
off-line after the pass

Data Delivery Latency (DSN
to MOC)

Engineering telemetry: Typically eine timely (seconds)
and complete (seconds to 5 minutes)

Science telemetry: Typically offne (hours to 24 hours).
Note: Latency commitment limited by bandwidth from
DSN to project MOS.

Service Operating Mode

Automated

Service Availability

Nominal: 95%
Mission critical event: 98%

Data Quality

Frame rejection rate: ¥to 10° (typical)

Time Tagging Accuracy

10-50 microseondsin Earth Receive Time (ERT) relatiy
to UTC, depending on downlink data rate

Accountability Reporting

Gap report

Ground Communication
Interface Methods

Refer to Section 3.8

DSN Interface Specifications

DSN document 81:005; 816007; 826013 0172
Telecomm

28 cCSDS File Delivery Protocol (CFDP), CCSDS 72B-@, Blue Book January 2007
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TError rates depend afficiently receivedSNR
3.24 Telemetry File Service

The Telemetry File serviceecovers files transmitted according to the CCSDS File Delivery
Protocol (CFDP¥. It is highly recommended that separate virtual channels (VC) be used for
CFDP data.The service etxacts Protocol Data Units (PBYfrom packets and f@&ssembles the
PDUsinto files. The resulting files are then made available to the customer's MOS, along with
the metadata contained within the transaction and the metadata summarizing the file contents and
the time of receipt of the initial and final PDUs. This service algpports transfer of directory
listings, file transmission status, and other messages as specified in the protocol. The Telemetry
File service can operate in either of two basic modes:

1 Unacknowledged modeln this mode, missin@DUsor other uncorrecteerrors in
transmission are not reported to the spacecraft. This mode thus requires neither use
of an uplink nor interactive response from the spacecraft. However, missed data will
not be automatically retransmitted. This is referred to in the CCgBfisation as
"unreliable transfer". The file will be delivered with transactions contained metadata
and the transaction completeness data.

1 Acknowledged mode This mode guarantees complete file transfer within the
parameters established for the protocol. The DSN will automatically notify the MOS
if file segments or ancillary data are not successfully receivedRDé&Jsare missing
or malformed) the notificaiton is done using the SLE Return PDU (RPDU)
interfacé®. The DSN can also automatically respond to the spacecraft with
acknowledgement or nesicknowledgemer®DUs The spacecraft can then
retransmit the missed items, and the DSN will combine them with the portions that
were previously received. Acknowledgeddeaequires use of an uplink and that the
spacecraft cooperate in accord with the CFDP specification. This is referred to in the
CCSDS specification as "reliable transfer".

CFDP is a conterntdependent protocol, which requires no knowledge about therdoot
structure of a transferred file. The time needed to deliver a final, complete file via the CFDP is a
function of the file size, data rate, and roung-light-time effect (this is particularly significant

in the case of the acknowledged mode).

Note that the File Service subsumes the Frame and Packet Services; separate subscription to the
latter is not needed. Also note that File Service may require an adaptation that is paid for by the
mission.

Table 3.7 contains a set of attributes summariziegihctions, performance, and interfaces for
the Telemetry File Service. Relevant documents for this service are also identified in the table.

29 cCSDS File Delivery Protocol (CFDP), CCSDS 72B-@, Blue Book, January 2007

30 Deep Space Network / Detailed Interfd@esign, Document No. 82013,0213 Teleconm-CFDP, "Deep Space Network (DSN) Interface for
CCSDS File Delivery Protocol €D P ) "
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Table 3-7. Attributes of Telemetry File Service

Parameter Value
1
Frequency Bands Supported gg:giaggtes ’Sx’xléKa
S-Band GI/T (dB)
34m BWG 40.8
34m HEF 39.4
70m 49.8
X-Band G/T (dB)
G/T @ 45 Degree Elevation gjm ﬁ\gg ggg
diplexed(refer to Table 5.1) Z0m 61.5
K-Band(Near Earth) G/T (dB)
34m BWG 58.2
Ka-Band(Deep Space) G/T (dB)
34m BWG 61.1
RCP
LCP

Polarizations Supported

RCP/LCP simultaneity at some stations fer)Xs and
deep spacKa-band.

Modulation Types

BPSK on residual carrier (with @rithout subcarrier)
BPSK on suppressed carrier
QPSK, OQPSK (no ranging)

Modulation Formats

NRZ: L, M, S
Bi-phase L or Manchester, M, S

Carrier/Subcarrier Waveform

Residual carrier: sine or square wave

Downlink Data Rate
(Information and-edundancy)

Maximum: 150 Mbps for near Earth ¥and

13 Mbps forother frequencies
Minimum: 10 bpg> 40 bps recommendédar timely
acquisition

Downlink Symbol Rate

Maximum: 300Msps for near Earth 6and (with %2 codg
26 Mspsfor other frequencies (with ¥z code
Minimum: 20 s (with %2 code)

31 NearEarth kband can be concurrently received witha&@hd, but not with Xand at current timdjowever, concurrentand Xband

reception will be available in ~2023.
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Parameter

Value

Forward Error Correction

Convolutional codes: (k=7, r=1/2)ithout punctured cod
ReedSolomon (RS) interleave = 1to 8
ReedSolomon(outer)concatenated with convolutional
(inner)code

Turbo codes: 1/2, 1/3, and41{1.6 Mbps max

Turbo code: 1/6 (1 Mbps max

Low Density Parity @eck(LDPC): ¥z, 2/3, 4/5, 7/8%
Mbpscurrently; 150Mbps in ~2023)

DataFormat,from Spacecraft to
DSN

Filesper CCSDS File Delivery Protocol (CFDP) standg
(ref. CCSDS 727 {B-4)

DataFormat,from DSN to MOC

Files

Data Unit Size

Maximum PDU size: 30Rytes, Maximum file size: 4
Gbytes

Maximum Numberof Virtual
Channels Supported

64 (16 virtualchannels can be processed at a given tim

Data Retention Period at DSN

Nominal14 days after acquisitiof?

Data Delivery Methods from the
DSN to the MOC

File transfer oline during the pass or ofine after the
pass

Data Delivery Latency (DSN to
MOC)

File products: varied from minutes to hours, depending
file size and structure.

Note: Latency commitment limited by bandwidth from
DSN to project MOS.

Service Operating Mode

Automated

Service Availability

Nominal: 95%
Mission criticalevent: 98%

Data Completeness

99.99% for acknowledged service mode (guaranteed
delivery)

Data Quality

Frame rejection rate: ¥to 10° (typical)

Time Tagging Accuracy

10-50 microseondsin Earth Receive Time (ERT) relatiy
to UTC, depending on downlink data rate

Accountability Reporting

Radiation log, event report, and CFDP transaction log
0188 TelecommCFDP

Ground Communication Interface
Methods

Refer to Section 3.8

DSN Interface Specifications

DSN documents 81005; 816007, 826013 0213
TelecommCFDP

32 Longer retention period due toissionspecific need could be negotiatedpjgat to data volume constraint
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TError rates depend afficiently receivedSNR
3.25 Beacon Tone Service

The DSN provides the Beacon Tone Service for the flight project MOS to monitor thiewggh

state & the spacecraft according to the beacon tones generated and transmitted by the spacecratft.
The DSNis capable of acquiring and detecting th#ode Beacon Monitoring signals at SNRs

down to 5 dBHz, with detection time up to 1000 seconds. The detectedwill be forwarded to

the project MOS as a messéte

The interpretation of the detected tone is the responsibility of the NBD8.possible approach is

to utilize the tone service during benign operations periods as part ofca@ghwmissioroperations

concept where assurance of spacecraft health can be obtained without requiring a telemetry pass
and subsequent analysis by the mission team. Tones can be mapped spacecraft states in flight
software such that they indicate the urgency of graasponse. Or, tones can indicate that certain

flight system conditions have been met to help the mission operations team better plan for the next
scheduled telemetry pass. Tone definitions can also change depending on the mission phase as
long as the fght software is programmed accordingly.

There are some missions which have a long cruise and/or require frequent visibilitytdaring
periods when the downlink signal drops belthe threshold for normal telemetry (for example,
below a Pt/No of about 18B-Hz). In these scenarios, the Beacon Tone Service offers a useful
mechanism for the MOS to gain some minimum knowledge about the health and safety of its
spacecraft.

This service does not includiee capability to detea large number of tones in challenging low
signal | evel and high dynamics c obntdyiDescentn t h a't
Landing (EDL) support. For EDL support, seadditional descriptionf the EDL Data Analysis

software (EDA)in Section4.9 Openloop Recording foMission Critical Events4.9

3.2.6 Relay Data Service

The DSN provides Relay Data Services to deliver telemetry data relayeelayiagspacecraft

to a ground stationAn example is a lander data being relayed by another orbiting spacecraft, or
a spacecraft data being relayed by another spacethaffDSN extrac the relayed data froma
relayingtelemetry stream and deliwthe data to theourcemi s si on’ s MOC.

The relaying spacecraft must place the data from the source spacecraftateséptral Channels

(VCs) different fromt he VCs wused by the relaying spacectr
provides the source spacecraft’s data either
addition to using stedard DSN assetsr{eennas), thiservicecan retrieve relay data that have

been downlinked to neBSN antennas (e.g., ESA 35m antennas); this does require agregments

be made with the organization that controls the D&\ antennas.

Note that the Relay Data Service maguiee an adaptation that is paid for by the mission.

33 Deep Space Network / Detailed Interface Design, Document NeOB2@233 T e | e ¢ dretumBeatonTone Servicé nt er f ace”
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3.2.7 Opportunistic MSPA (OMSPA) Service

Besides the current reime processing of telemetry datiescribed in Section 3.2.2 non
realtimeframeservice for opportunistic multiple spacecraft per antenhdSPA) is also available
to missionusers of low telemetry data rat,00 kbps.This capabilityis offeredon the best effort
basis ands expected to be available 2022 It would allow missions that are in the antenna
beamwidth of another mission bgitracked to get extra data return. isTeervicehas a longer
latency, typically ~24 hrfor data rate up to 256 kbps. Higher datagatn be supported with
longer latency, subject to the number of simultaneous OMSPA users.

3.3 Space Internetworking Sevices

This new Space Internetwong Services, to be available with initial operational capability in
~2022, provide entb-end networking services to route data bundles using the DTN protocol suite.
Such services are-directional in nature and enalilee reliable transfer of application data, e.g.,

files (as structured per the CFDP standard), messages (as structured per the ASM standard), and
space packets (as structured per the CCSDS packet telemetry stdhani)hly recommended

that separateirtual channels (VC) be used for the DTN daf&y ingredients of the DTN protocol

suite relevant to service execution are the Bundle Protocol (BP), Licklider Transmission Protocol
(LTP), Streamlined Bundle Security Protocol (SBSP), and the encapsylatket standard.

These services have the same RF and data rate characteristics similar to what are defined in the
Command and Telemetry Services. Some other characteristics are defined B+3 ablew.

Table 3-8. Attributes of Space Internetworking Service

Parameter Value

RF frequencies, polarizationg
modulations, forward error [Same as Command and Telemetry services
correction codes

DataFormat,between

Licklider Transmission Protocol (CCSDS 734811)

Spacecraft an®SN
'\D/Iacg?:Format,from DSN to Bundles peBundle Protocol (CCSDS 734R-1)

1 Mbps €2022), 150 Mbp$rom spacecraft to Earth and
20 Mbps from Earth to spacecr&f2024)

Service Operating Mode Automated

Nominal: 95%
Mission critical event: 98%

Processing data rate

Service Availability

99.99% for acknowledged service mode (guaranteed

Data Completeness delivery)

Ground Communication

Interface Methods Refer to Section 3.8
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Parameter Value

DSN Interface Specifications| To be established

3.4 Tracking Services

Tracking Services provide radio metric observables from which the position and velocity of the
customer's spacecraft can be derived. Two complementary types of service are available
Validated Radio Metric Data service and Dd@R service.

Table 39 contains a set of attributes summarizing the functions, performance, and interfaces for
Tracking Services. Relevant documents for these services are also identified in the table.
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Table 3-9. Attributes of Tracking Services

Parameter

Value

Frequency Bands Supported

Uplink: S, X, K, Ka*

Downlink: S, X,K, Ka

(S and X for both near Earth and deep
space bandgs for near EarthKa for deep
space band)

Frequency Turnaround Ratio
(Downlink/Uplink)

S/IS: 240/221

X/S: 880/221

XIX: 880/749
Ka/X:3328/7493344/749, 3360/749
K/K: 2720/2407, 2760/2407, 2816/2407
Ka/Ka: 3344/3599, 3360/3599

Tracking Data Types

Range, Doppler, DektBOR.
Angle (mainly forinitial acquisition during
LEOP)

Tracking Modes

Coherent
Non-coherent

Doppler Accurac¥( 1 ¢

Error

S-band 0.2 mm/s, 60s Compression
X-band 0.05 mm/s, 60s Compression
K-band 0.05 mm/s, 60s Compression
Ka-band 0.05 mm/s, 60€ompression

Doppler Measurement Rate

0.1 second

Ranging Type

Sequential Ranginggseudenoise

Range Accuracy

(1

1 meter

DeltaDOR Accuracy (& Error)

S-Band: 37.6 nrad (0.3 ete))
X-Band: 2.5 nrad each for systematic ang
random error$0.04 netel)

K-Band: 2.5 nrad each for systematic and
random errors (0.04 etel)

Ka-Band: 2.5 nrad each for systematic ang
random errors (0.04 ete)

Downlink Carrier Level

Residual: 10 dB Loop SNR minimum
Suppressed:17 dB Loop SNR minimum
QPSK/OQPSK: 23 dB Loop SNR
minimum (Doppler& Delta-DOR only; no
ranging)

Range Power Level

+50 to-10 dB Hz (P'No)

DeltaDOR Tone Power Level

18 dB Hz (R/No) minimum

34 Module 202, 34m and 76m Doppler, DSN Telecommunications Link Design Handb&mcument No. 81@05, Rev. E, Jet Propulsion
Laboratory, Pasadena, California.
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Parameter Value

Doppler/Range: 95% Neeritical support
98% Criticalsupport

DeltaDOR:  90% Noncritical support
95% Criticalsupport

Nominal 30 days, per mission special
request.

ServiceAvailability

Data Retention Period at DSN

Doppler/Range:5 minutes
DeltaDOR: 24 hours

Stream data mode
File data mode

Data Latency

Delivery Method(DSN to MOC)

Ground Communication Interface
Methods

Refer to Section 3.8

DSN document 81:005; 810007; 826013

DSN Interface Specifications TRK-2-34 or 0212 Tracking TDM

* Ka-band uplinkis available only at DS85. It supports radio science, as well as command
and ranging.

3.4.1 Validated Radio Metric Data Service

The Validated Radio Metric Data Service includes validation and correction of erroneous
configuration and associated status data, analysis of radio metric dathrigalalidation against

the Spacecraft Ephemeris and Solar System Ephemeris, retrieval of missing data, and delivery of
re-conditioned data to navigation. Data which cannot be validated may be delivered to the
customer, but are identified as such. Alldpter and ranging data are validated, and all data are
delivered in the same DSN format, 02Ixcking TDM?3® and TRK-2-34%,

3.4.1.1 Doppler Data Performance

Doppler data are the measure of the cumulative number of cycles of a spacecraft's carrier frequency
receival during a user specified count interval. The exact precision to which these measurements
can be made is a function of received signal strength and station electronics, but is a small fraction
of a cycle. In order to acquire Doppler data, the user muoside a reference trajectory, and
information concerning the spacecraft's RF system to DSN to allow for the generation of pointing
and frequency predictions.

The user specified count interval can vary from 0.1 sec to 60 minutes, with typical countftimes o

1 second to 5 minutes. The average-odtehange of the cycle count over the count interval
expresses a measurement of the average velocity of the spacecratft in the line between the antenna
and the spacecraft. The accuracy of Doppler data is quotedria of how accurate this velocity

35 Deep Space Network / Detailed Interfdzesign, Document No. 82013,0212TrackingTDM, DSN Tracking Data Message (TDM)
Interfaceé

36 Deep Space Network / Detailed Interfddesign, Document No. 82013, TRk2-3 4, “ DSN Tracking System, Data Ar
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measurement is over a 60 second count. The accuracy of data improves as the square root of the
count interval.

3.4.1.2 Non-coherent Doppler Data

Non-coherent data (also known as emay data) is data received from a spacecsduere the
downlink carrier frequency is not based on an uplink signal. The ability of the tracking station to
measure the phase of the received signal is the same faoherent versus coherent data types,
however the uncertainty in the value of théerence frequency used to generate the carrier is
generally the dominant error source.

3.4.1.3 Coherent Doppler Data

Coherent Doppler data is that received from a spacecraft where the reference frequency of the
received carrier signal was based on a transmittiakugignal from the Earth. This is commonly
known as tweway data, when the receiving and transmitting ground stations are the same, and
threeway data, when the transmitting and receiving stations are different. Since the frequency of
the original sowe signal is known, this error source does not affect data accuracy. The accuracy
of this data is a function primarily of the carrier frequency, but is affected by transmission media
effects.

1 Sband: Shand (2.2 GHz) data is available frahe 70m and sme 34m antennas.
The onesigma accuracy of-Band data is approximately 0.2 mm/s for a 60 second
count interval after being calibrated for transmission media effects. The dominant
systematic error which can affectb@nd tracking data is ionospheric sarission
delays. When the spacecratft is located angularly close to the Sun, wiBr@ien
Earth (SPE) angles of less than 10 degrees, degradation of the data accuracy will
occur. Sbhand data is generally unusable for SPE angles less than 5 degrees.
1 X-band: Xband (8.4 GHz) data is available frahe 34m and 70m antennas.- X
band data provides substantially better accuracy tHam8. The onsigma
accuracy of a 60 secondbénd Doppler measurement is approximately 0.05 mm/s.
X-band data is less sétige to ionospheric media delays but more sensitive to
weather effects. Xand data is subject to degradation at SPE angles of less than 5
degrees, but is still usable with accuracies of 1 to 5 mm/s at SPE angles of 1 degree.
K-band: Doppler accuracy Etband 26 GHz) issimilar to that of Xband.
Ka-band: Doppler accuracy at Kmnd (32 GHz) is mostly affected by the SPE angle,
and for Xband uplink/Kaband downlink mode the ors(gma accuracy is near that
as described in Xanduplink/X-band downlink.

= =4

The level of errors stated above is based on the assumption of the minimum of 15 dB uplink carrier
loop signaito-noise ratio, and 10 dB downlink carrier loop sigtmhoise ratio for residual carrier
tracking (or 17 dB for suppssed carrier tracking).

3.4.1.4 Ranging Data Performance

Ranging data measures the time that it takes a series of signals superimposed upon the uplink
carrier frequency to reach the spacecraft, be retransmitted, and then received at an Earth station
(roundtrip-lighttime, RTLT). As such, all DSN ranging systems are intrinsically coherent.
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The user of ranging data service must define two of three required parameters: the desired
accuracy, the desired range measurement ambiguity, and the maximum observatidrhésee.

along with the knowledge of the received ranging peteeroise ratio will allow for the
configuration of the ranging system.

3.4.1.4.1 Sequential Ranging

The sequential ranging technique can provide measurements of the range to the spacecraft to 1
meter accracy for all bands. Note that ranging error is conditioned on range configuration,setting
e.g., choice of ranging components and integration. time

The sequential ranging technigue modulates a series of codes upon the radio signal to the
spacecraft. Thérst of these, the "clock code,” defines the resolution or accuracy that the ranging
measurement will have. However, the observation from the clock code is ambiguous as it only
identifies the fractional part of the clock code period comprising the Rthiefe are an unknown
additional integer number of clock periods composing the RTLT. The DSN then sequentially
modulates a decreasing series of lower frequency codes upon the signal in order to resolve the
ambiguity in the range measurement, by increatsiageriod of the ranging code. The maximum
range ambiguity possible in the DSN is approximately 152,000 km, however ambiguities of 1,190
km and 2,380 km are more commonly used.

The accuracy of a ranging observation is a function of the received j@weise ratio in the

ranging signal. Greater accuracy can be achieved by observing the "clock code" signal for a longer
period of time. For lower powgo-noise ratios it also takes longer to resolve each of the ambiguity
resolution codes. Consequently; a given poweto-noise ratio, a desired accuracy and a desired
ambiguity will result in a required observation time. For practical purposes the maximum value
for this observation time is 30 minutes. If the desired accuracy and desired ambigllitiy resu
required observation time greater than 30 minutes, either a change in the ambiguity or the accuracy
will be required. A more detailed description is provided in the DSN Telecommunications Link
Design HandbooX.

3.4.1.4.2 Pseudonoise Ranging

The DSN supposttwo forms of pseudmoise ranging: nonegenerative and regenerativeN

ranging is preferred, over the sequential ranging, because of its operational benefsisn(@sy.,
configuration,more robust, higher ranging clock frequency, compliance withSOS). Non-
regenerative ranging requires no special processing onboard spacecraft, similar to sequential
ranging operationsRegenerative ranging, on the other hand, requires the spacecraft to demodulate
the uplink ranging signal and regenerate it onddwnlink. A higher signal condition, resulted

from the ranging regeneration, offers a performance advantage ovepritegenerative or
sequential ranging techniqullore information is provided in the DSN Telecommunications Link
Design HandbooR®

37 Module 203, Sequential Ranging, DSN Telecommunications Link Design Handbook, Document058R@v. E, Jet Propulsion
Laboratory, Pasadena, California

38 Module 214, Pseudonoise and Regenerative RanDiBly, Telecommunications Link Design Handbook, Document No-0BE) Rev. E, Jet
Propulsion Laboratory, Pasadena, California
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3.4.1.5 Grades of Servicé Latency and Quality
There are, in effect, two grades of service for the Validated Radio Metric Data Service:

1 Grade 1 corresponds to the output data that has passed through the automated validation
process which ensures that configurationaatiata is complete and consistent to some
specified level of confidence. Grade 1 may be delivered via dimealinterface (with
latency less than or equal to 5 minutes 99% of the time) or via-drfifeinterface (with
longer latency). Grade 1 is aldle in TRK-2-34 and 0212Tracking TDM format.

1 Grade 2 corresponds to the output data that has additionally passed through the manual
validation process, which utilizes shantc (about 1 tracking pass) fits to identify
anomalous dataThis service isestricted to special request due to the effort involved.
Delivery is via a filedrop interface similar to that used for Grade 1. Grade 2 is hisila
in TRK-2-34 file formats. Latency for Grade 2 is nominally 24 hours, with an option to
negotiate for 30to 60-minute turnaround for mission critical events.

3.4.2 Delta-DOR Service

The deltadifferential oneway ranging (deltdd OR) technique provides an observation of the
planeof-the-sky position of a spacecraft, using signals received simultaneously at tworer
antennas. In this technique, a spacecraft emits two or more side tones separated from its carrier by
a large frequency offset, typically tens of MHz or mofenew and improvectapability is being
developed to enable delBOR using a wideband pseud noise (PN) sequencenstead of
sinusoidaltones. Each of thesd®OR tones or PN sequence the future,is recorded at two
stations simultaneously. Nearly contemporaneously, a quasar is observed with the same pair of
stations (this may be done in the pattern quapacecrafjuasar, spacecrafuasaispacecraft,
guasaspacecraft -spacecraft_2juasar, etc.) The signals are analyzed afterwards to calculate

the deltaDOR observable.

Due to the need to model the geometry of the observation of each radio source, a separate time
delay observable is reported for each source and for each measurement timeterEtation

clock offset is also provided to the customer. The data are delivered in the DSN forrHit 3820
TRK-2-34*°. Quality assessments are also provided with the data, based on a large number of
guality indicators both taken with the data and infédtaring signal processing.

To receive validated deHAOR data, the subscriber negotiates the times of spacecraft and quasar
observations, and requests the service. A number of factors must be considered concerning the
time and geometry of the sessioronder to obtain successful results; thereftreDSN provides
assistance in the schedulinhe subscriber then arranges that the spacecraft DOR ttmihes

turned on, with sufficient tone power sigreainoise ratio. Important sideeffects of the ded

DOR session are:

1 Spacecraft telemetry may be degraded when the DOR to¥$are onand

1 All other radio services (telemetry, command, radio metrics)netlbe available during
the quasar observations, because the ground anteihias pointingaway from the
spacecraft.

39 Deep Space Network / Detailed Interface Design, Document NeOB2ORK-2-3 4, “ DSN Tracking System, Dat a
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3.4.2.1 Delta-DOR Data Performance

Assuming sufficient signal detection, the ddt®R measurements are expected to have the
following accuracy:

1 1 nwecat Sband, assuming a minimumMHz DOR tones separation

1 0.085 nsecor 2.5 nrad for each random and systematic errors)latnd, assuming
minimum40 MHz DOR tones separation

1 0.085nsec(or 2.5 nrad for each random and systematic erroks) ahdKa-band,
assuming a minimum 80 MHz DOR tones separation

The abovevalues further assume a condition of sufficient signal detection and minimal
interference, e.g., a received tone power siymaoise ratio of 18 dB Hz or greater, for
spacecraft/Sun separation angle of at least 20 degrees, for a spacecraft trajdutofyOvdeg of

the ecliptic plane, and for spacecraft geocentric declination angles dlfogieg.

3.5 Calibration and Modeling Services

This service provides the subscriber with calibrations needed to process tracking data to the fullest
accuracy possible. Glarations specifically related to the data acquisition hardware are
automatically delivered to subscribers of those data. These calibratiaimize theseerror
sources, which affect the accuracy of tracking observables.

351 Platform Calibration Service

Plaform Calibration Service provides Earth orientation parameters (EOP) data referenced to the
terrestrial and celestial framesn order to process DSN radio metric data, the subscriber must
know the inertial position of the station at the time of the nressent. Although the locations of

DSN antennas are known to within centimeters and the baselines between them to millimeters, the
variations in polar motion and the rotation rate of the Earth can move the inertial posiaon by
much larger amount thanish The terrestrial frame tie data provides a temporal model for the
orientation of the Earth's pole and the spin rate based upon VLBI observations and tracking of
GPS satellites. This data provides the subscriber with an instantaneous knowledgeesfighe i
position of a crust fixed location on the Earth's equator to 30 cm. A postermviedge on the

order of 5 cm (4dsigma) is available after 14 days.

For Earth orientation parameters (EOP), the accuracy of the polar motion parameters (PMX and
PMY) is within 5 cm (isigma) and the spin parameter (UT1) is within 30 crei¢ina) in real
time.

A quastinertial celestial reference frame in International Earth Rotation and Reference Systems
(IERS) format referenced to epoch J2000 is provided with arramcto better than 1 nrad-(1
sigma) with a measured stability of better than 0.1 nrad/yesig(da).

Typically, platform calibration data, i.e., EOP data, are delivered twice a week (refer to DSN
document 82@13, TRK2-21, "DSN Tracking System Earth @ntation Parameters Data
Interface” for more detalils).
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352 Media Calibration Service

The transmission media through which the signals pass affects radio signals. The most significant
of these are the Earth's troposphere and ionosphere. In order to achkielagathaccuracies
discussed in the previous sections on data services, it is necessary to calculate adjustments for the
delays due tatmospheric effects

Calibrationshased on contemporanealsgaare generated once per day for all users, with a latency

of 2 hours post real time for troposphere calibrationstahdurs post real time for ionosphere
calibrations. Quickook calibrations are delivered to all users within one hour of creation. The
operator typically delivers calibrations that have beerda#did visually to users twice per week,

or more often during critical periods as negotiated. (Refer to DSN documefi82DRK-2-23,

“Medi a Cal i braadt8200l8, 021ATrackimgT ®dle ” “ DSN Tracki ng Da
( TDM) | ridr marefdetas.p ”

Il n addition, rapid” i onosphere and troposphe
real time can be delivered daily at a uselected time to cover critical tracking passes that end

after the cutoff time for the regular daily delive®apid calibrations are available on a limited

basis (e.g., only one spacecraft per week) and must be negotiated witissienNhterfacd ask

Manager.

3.5.2.1 lonosphere Calibrations

lonosphere calibratianare created by tracking dufibquencyGPS signals todetermine the
ionospheric Total Electron Content (TEC) along the GPS lines of sight from a global network of
receivers, fitting a Global lonospheric Map (GIM) to the TEC data, and using the GIM to calibrate
the specific spacecraft lines of sight desit@de calibration is created for each tracking pass, in
the form ofa normalized polynomial in time that represents the-tifisight ionospheric delay
between the spacecraft and tracking site in metersban8.The calibrationaccuracyis 5 TEC
(onesigmg averaged over a standard Doppler tracking pass, which correspoodgtity0.2 cm

at Kaband, 3 cm at »band, and 38 cm atlsand.

3.5.2.2 Troposphere Calibrations

Troposphere calibrati@are derived from GRBased estimates of the total zenith tropospheric
delay and meteorological data that allow the total delay to be separated into two components: the
hydrostatic (or “dry”) delay due to induced d
due to the permanent dipole in atmospheric water vadpmreach DSCC, a series of time
contiguous wet and dry calibration pairs that collectively cover all 24 hours of each day is created.
Each calibration takes the form of a normalized polynomial in time that represents the zenith wet
or dry tropospheric delaynimeters. Users then apply known wet and dry elevation mapping
functions to scale the zenith delays to the elevation angle of the spacecraft. The calibration
accuracy is 1 cm (one sigma, zenith, wet plus thwpll times through the end of the Universal

Time (UT) day before thedelivery and Zm (one sigma, zenith, wet plus drgr subsequent

times on the day of delivery.

3.6 Radio Science Service

DSN Radio Science Servigeprovided to scientists to enable them to use the Deep Space Network
for direct scientific observations. The service deBvaeasurements of the spacecraft downlink
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signal fromthe openrtloop receivers. Data from the oplkop receiver are digital recordings of

the baseband signal derived from the received spacecraft signaat IS- or Kaband (refer to

DSN document 82013,0159Sci ence, “Radi o Sciened Rafttai Veirt
and 820013, 0222S c i e n c el o o' pO pleant aforimore @etaifoa data’formgt Note

that Doppler frequency and spacecraft rafnige the closedoop receiver are at tinrelevant to

radio science experiments. Subscription of thdsta setss done via Tracking Serviced.able
3.10describes some key attributes on the functipegformace, and interfaces for Radio Science
Service.More information can be found in tlESN Telecommunication Link Design Handb&dk

and at https://dgmspace.jpl.nasa.gov/about/commitmenoitece!/.

The Radio SciencBervice provideraw measurements and ancillary data from observatibms.
Planetary Radar and Radio Science System G{eRRSG)acts on behalf of the mission users.
They help with schedling and experiment desigmperatethe opeAoop receiver and provel
raw/processed data to usdrased on agreements negotiated prior to the observattamsling
for thissupport from thd’lanetary Radar arfiRladio Science System Groigpnormally provded
by mission’s radio science activities.

Table 3-10. Attributes of Radio Science Service

Parameter Value
Frequency Bands Supported S, X,K, Ka
Polarization RCP and/or LCP
Capture Bandwidth 200Hz - 50 MHz, selectable
Frequency Channel Recording Up to 16 channels per Opémop Receiver
Record Rate Up to 512 Mbps
Resolution 2, 4, 8, 16 bits/sample

2-way: 71013 (1s), 2x10*3 (10s), 3x10*4

Frequency Stability (100s), 5105 (1000s)

Amplitude Stability 0.25 dB over 30 minutes (1 sigma)

S & X-band:-63 dBc (1Hz);69 dBc (10
Hz),-70 dBc (100 Hz)

Phase Noise, dBeiz K- & Ka-band:-50 dBc (1Hz);55 dBc (10

Hz), -57 dBc (100 Hz)

40 Module 209, Radio SciencBSN Telecommunications Link Design Handbook, Document No-0RE) Rev. E, Jet Propulsion Laboratory,
Pasadena, California
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Parameter Value

95% Noncritical support

ServiceAvailability 98% Criticalsupport

Few hours after pass; variable per

Data Latency bandwidth selection

Delivery Modes Stream and file

DSN Interface Specifications DSN document 81:005; 8260130159
Science 82013 0222Science

3.7 Radio Astronomy Services

The Radio Astronomy Services uses the high gain, low system noise temperature antennas of the
DSN to make observations of Rdmitting astronomical sources. The Radio Astronomy
capabilities are intimately related to the DSN's R&D programscience and technologyDSN
antennas can be used in a “single dish” mode,
an astronomical source or sources, ¥esy Long Baseline Interferometry (VLBIiode, in which

a DSN antennaerforms coordinated but independent observations of an astronomical source(s)

in conjunction with external antennas. The following is a brief summary; additional details are
provided in the DSN Radio Astronomy User Gdide Users interested in Radio Astomy

Services should also consult the DSN Radio Astronomy Proposers & Scheduling Guide.

For observations within standard DSN communications bands, users are provided conditioned IF
signals. These IF signals then become input to either&8fidlied speclgpurpose receiving and
data acquisition equipment being used for R&D or user supplied equipment.

The DSN also provides limited capabilities outside of the standard TT&C frequency bands. These
bands are tband (1628 MHz1708 MHz), kband (17 GHz27 GHz,DSS43 only), and Gband

(38 GHz50 GHz, DS$b4 only). For observations outside the standard communications bands,
investigators can use special purpose R&D microwave and receiving equipsaasdilable.

Radio Astronomers using DSN antennas as parhetwork in Very Long Baseline Interferometry
(VLBI) observations receive digitized and formatted samples of an-loppnsignal on Maris
disks(or networkfile transfer inlate2022). The data are provided in the VLBI Data Interchange
Format (VDIF). The data could then be correlated with other-B&N antenna signald ¢he
exper i men toeothérocafioasc i | i ty

The Radio Astronomy Services can be categorized into three types of services.
3.7.1 Signal Capturing Service

The Signal Capture Service progglantenna pointing, radio frequency output, and/or output at an
intermediate frequency (dowsonverted from RF) for observations of natural radio emitters. R&D

41 Supporting documentation is available at httds#pspace.jpl.nasa.gov/about/commitmefiise/
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equipment, external to this service, is used to complete signal processing and data acquisition
Amplification and dowrconversion of signals is available atdistiard" DSN communications
frequencies defined in the DSN Telecommunication Link Design Handbook. Use of special
purpose R&D equipment for observations at other frequencies and bandsenmegdiiated
through theDSN Customer InterfacManagemenOffice.

3.7.2 Data Acquisition Service

The Data Acquisition Service includes signal captuie@a acquisition and recordingData
acquisition can be through a spectrometer or a-tlomeain (pulsar) systn for observations at a
single DSN antenna. For VLBI observatiorg iecordeddata format is a standard used at radio
observatories throughout the world and is described iApipendix C— Service Interfaceshis
service includes delivery of datadaiserdesignated correlator.

3.7.3 Data Correlation Service

The Data Correlation service provides the capability to cross correlate up to 2 data streams in the
VLBI Data Interchange Format (VDIF)

Key performance characteristics of VLBI services in teahaccuracy of VLBI measurements
are described in the DSN Telecommunication Link Design Handfook

3.8 Radar Science Services

The DSN Radar Science Services enable scientists to use the Deep Space Network for direct
scientific observations’he Goldstone Solar System Radar (GSSR), implemented on th&DSS
antennais the only fully steerable planetary radar system in the wadtiaracteristic that makes

it critical for observations of Nedfarth asteroids and cometss theirorbits lead them to
appearing ata wide variety of declinations. In addition to observingarEarth asteroids,
observations of other bodies in the sagstemmay also beconducted (e.g., Mercury, Venus,
Titan). Furthermorethe radasystemis used to support Orbital Debris observations.

While most of the Radar Science observations are condaitieel DSS14 antenna using GSSR
additional experimeat capabilities aravailable aDSS 13 and other Beam Waveguide antennas
including at the Canberra Compleaspecially with the use of the high power 80 k\Abahd
transmitter operating in the 7 GHz b&hdIn addition to monostatic observations, bottatis

and interferometric radar observations are possible, with DSN antennas either transmitting to or
receiving and analyzing signals from other antennas. TablesBmmarizes key aspects of the
Radar Service, with the available receptoapabilities éscribed in the Data Acquisition Service
(83.82).

Common partners for bistatic or interferometric observations arel3%®d the Green Bank
Telescope (receive only); however, they also include -RFBSS26 at the Apollo site at
Goldstone Complex, othantennas of the Very Large Array (VLA, receive only) of the National

42 Module 211, Wide Channel Bandwidth VLBI, DSN Telecommunications Link Design Handbook, Document N@58Rev. E, Jet
Propulsion Laboratory, Pasadena, California.

43 Transmission at other nddSS14 antemas is not in the assigned radar frequency band; thus, care should be taken to avoid interference with
spacecraft operation.
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Radio Astronomy Observatory (NRAO, Socorro, NM), and the NRAO Very Large Baseline Array
(VLBA, receive only).

The GSSR transmitters are based on the Continuous Wave (CW) klystron&SERe450 kW
transmitter at DS84 operates at 3.5 cm wavelength (8.56 GHz), and it can supply either right or
left circular polarizationThe 80 KW transmitter at DSE3 can be used at 4.17 cm wavelength
(7.1 GHz) and supply RCP or LCPThe available maulations fall into four categories:

1 Continuous Wave The GSSR can transmit a pure continuous tone. This tone can be at a
single frequency or *“frequency hopping” ma
the frequency is stepped periodically by a f#tz as a means to compensate for frequency
dependent variations in the amplifier gain.

1 Binary Phase Coded (BPC) Modulatieif?seuderandom binary sequences with a variety
of lengths and chip rates may be selected for suppressed carrier phase modulation.

T Linear Frequency Mo d+tAlsawtootlofrequéntykakhp ie availdbe,h i r p”
with a variety of frequency intervals (bandwidth) and repetition rates.

1 Arbitrary Waveform- Any relatively short periodic modulation can be created by an
arbitrary wavéorm generator. For example, a specific triangslaaped frequency ramp is
used to support Orbital Debris experiments.

With each of these modulations, Doppler compensation may be applied eitherdistqrgon of
the transmitted waveform, or via sigmaocessing at the receiver. Not all of these modulations
are available aheBeam Waveguide antennas.

The typical product of DSN Radar Services are range delay to the target(s), radial velocity
(Doppler shift) of the target(s), deldoppler maps, imrferometric topography mapping, and
target ephemerides refinement. All data are tiagged with appropriate Receive Time epochs.

The Radar Science Services are further divided into two types of service based on the level of
operational activities invokd. For both services, additional support experiment desigimom
thePlanetary Radar and Radio Science Group at JPL can be negotiated.

3.8.1 Experiment Access Service

The first level of service is aimed at users with expertise in the DSN saapaeilities This
serviceprovides them with access to the equipment and technical assistance, including operations
support and scientific collaboration when appropriate, to perform their experiments. In some
casesaccess can be via remote operati@mminals, rather than aite. The userprovides their
experiment plan to the DSNKDperations.The antenna is configured, and pointed by DSN
Operationsthe user isesponsible for configuring and controlling the GSSR equipmeznotely.

Initial production of data productss automate@nd data delivered to users.

3.8.2 Data Acquisition Service

The second level of service provides raw measurements and ancillary data from observations.
DSN provides scheduling, experiment design, instrument operationdatandelivery based on
agreements negotiated prior to the observations. Data Acquisition service subsumes Experiment
Access service. Separate subscription to the latter is not requiried.user provides their
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experiment plan to the DSN Operationghe antenna is configured and pointed by DSN
Operations.The GSSR Operations team configures, controls and monitors the GSSR equipment.
Production of data, as well as data delivery, is automated.

Table 3-11. Attributes of Radar Science Services

Parameter Value
Service Availability 85% Non-critical support
Transmit capabilities

DSS14/GSSR: X (3.5 cm, 8.56 GHz)

Frequency Bands DSS13: X (4.1 cm, 7.19 GHz)

Otherantennas on request

DSS14/GSSR: 450 kW

Transmit Power DSS13: 80 kW

Other antennas on request

DSS14/GSSR: Right circular polarization
(RCP) or Left circular polarization

Polarization (LCP)

DSS13:RCPor LCP

Other antennas on request

Ranging Modulation Bandwidth DSS 14:0.09 MHz-40 MHz, selectable

DSS 13: 0.09 MHz 80 MHz, selectable

DSS14/GSSR: 3.75 meters with 40 MHz
ranging modulation bandwidth

DSS13:1.875 metersvith 80 MHz ranging

modulationbandwidth

RangePrecision

Receive capabilities

DSS14/GSSR: X (3.5 cm, 8.56 GHz)
DSS13: X (3.5¢cm, 8.56 GHz or4.1 cm, 7.]
GHz) and S (cm, 2.3 GHz)

Other antennas on request

Right circular polarization (RCP) and/or
Left circular polarization (LCP)

Few hours after pass

variable per modulation selection
Delivery Modes SFTP, file

Frequency Bands

Polarization

Data Latency

3.9 Ground Communications Interface

The Ground Communications Interface is not a service. It is an underlying function of the various
DSN services in that it must be performed by both the DSN, as the service provider, and the MOC,
as the service user, so that service data, e.g., telemetrnynand, and tracking data, can be
transferred via a reliable and secure communications interface between a DSN site or the DSN
DSOCand the Project MOS. This function encompasses the ground communication interface at
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a) Using the NASA Integrate@ommunicationsServices (NICS), as provided by the
NASA Communication®rogram(CP).

b) Using the dedicated communications link
¢) Using the Public Ietrnet via a Virtual Private Network (VPN)
d) Using the JPL Flight Operations Network.

In addition, any combination of (a), (b), and (c) above may be applied.

The applicability to mission users, cost attribution, and roles and responsibilities pefti@itnag
four approaches are summarized in Tabli3

Table 3-12. Summary of the Approaches to Ground Communications Interface

Applicable Mission
Users Base

Cost Attribution

DSNdés Ro

Mi ssi onoq

a) NICS

NASA missions only

MOC with physical
access to NIS
backbone
infrastructure

DSN for the NCS
including
terminating
equipment at both
ends (MOC and
DSN)

Mission users for the
router at the MOC.

Broker for NICS
connections.

Plan withthe GPto
provide and test the|
communications
capability.

Provide Flight
OperationNetwork
security.

Supportthe testing of
NICS capability.

b) Dedicated
Communications
Link

NASA or nonNASA
missions

MOC at any
geographical location

Mission users for
communications
line, terminating
equipment at both
ends (MOC and
DSN), and the route
at the MOC

DSN for router at the
DSN side

Support the mission tg
integrate & test the
communications
capability

Provide Flight
OperationNetwork
security

Plan,procure, and
install the
communications line

Integrate & test the
endto-end
communications
capability

Maintain integrity of
the communications
path during operations

¢) Public Internet
(VPN)

NASA or nonNASA
missions

MOC at any
geographical location

Mission users for
Internet access at
MOQOC;

DSN for Internet
access and security.

Support the mission tg
integrate & test the
communications
capability

Provide Flight
OperationNetwork
security

Plan and test the
communications
capability

Maintainintegrity of
the communications
path during operations
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Applicable Mission

Cost Attribution DSNb6s Ro Mi ssi onog
Users Base

Total responsibility for
DSN for the Flight the Flight Oration
Operations Network| ~ Network (DSN

NASA JPL missions | ethemet backbone | Porion) Support the integration
d) JPL Flight only (DSN portion) and | Provide Flight & test of the interface
Operation Network : the connections of OperationNetwork | between MOC and
P MOC physically DSN equipment to security Flight Operations

located at JPL
the Ethernet Maintain Integrity of Network

Mission users for theirl  the communications
connections to the path during
Ethernet backbone operaions

3.10 Service Management

Data services provided by the DSN are requested and controlled via a unified service management
function. Service management by itself i$ aervice. It is a distributed function with elements
residing at th@SOCas well as at each of tiel5CCs It includes:

1 Allocation and scheduling of space communication resources and assets during the
service commitment and scheduling phases.

1 Configuring, monitoring, and controlling the DSN assets during the service provision
phase (i.e., before, during, and after a pass).

1 Reporting of service execution results, including performance.

Customers interact with service management by one of libeviog:

1 Generating a predicted spacecraft trajectory via an interface conforming to the CCSDS
Orbit Ephemeris Message stand4yar the SpacecraRlanet Kernel (SPK) form&tas
defined in the 82@13, 0168Service_Mgmt.

1 Making schedule requests via aterface conforming to the Schedule Request;&E8)
OPS6-12*6 (not available to new missions entering Phase B after September @021
0245ServiceMgmiSCH".

1 Providing spacecraft telecommunication events and link characteristics via interface
conforming b the Keyword Files, OR8-13 documeri (not available to new missions
entering Phase B after July 202#)82013, 0211 Service ManagemesiE Q.

1 Receiving link performance monitor data for the service instances being executed via the
DSN Interface for Mission Monitor Data, 8203, 0158Monitor®®

44 Orbit Data Messages, CCSDS 50B4, Blue Book, September 2004
45 Deep Space Network / Detailed Interface Design, Document NeOB2, 0168Service_Mgmt, "DSN Web Portal Services"
46 Deep Space Network / Detailed Interface Design, Document NeOB200PS6-12, "DSN Interface for Service Schedule”

a1 Deep Space Network / Detailed Interface Design, Document NeOB200245ServiceMymt-SCH, "DSN Service Management Schedule
Interface”

48 Deep Space Network / Detailed Interface Design, Document NeOB20OP$5-13, "Flight Project Interface to the DSN for Sequence of
Events Generation"

49 Deep Space Network / Detailed Interface Desipcument No. 82@13, 0211Service MgmiSEQ, "Flight Project Interface to the DSN for
Sequence of Events Generation"

50 Deep Space Network / Detailed Interface Design, Document NeOB200158Monitor, "Deep Space Network Interface for Mission
Monitor Daa"
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The DSN is continuing its evolution towards the goal of a single, integrated process faarigeg
resource allocation, michnge scheduling, neagattime scheduling, and reéime configuratio
and control, with a common "service request” interface.
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Section 4
Engineering Support

This section describes the engineering support activities offered by the DSN. Engineering support
activities comprise participation in mission activities byND&hgineering personnel. Support can
be provided during any phase of the missiondifele.

4.1 Systems Engineering Support

DSN engineering personnel can provide systems engineering support to missions to assist them in
defining their eneto-end informatiorsystem and mission operations system architecture, defining
operations concepts, identifying system solutions, and defining interfaces.

4.2 Advance Mission Planning Support

DSN engineering personnel can assist future mission planners in identifying anchgethigir
requirements for DSN services, proposing and assessing telecommunication designs to ensure
compatibility with the DSN, identifying optimal tracking and data acquisition approaches, and
planning for mission system integration and test (I&T) andimmsoperations.

4.3 EmergencyLimited Continuity of Operations

In the event of catastrophic event where the DeepeSpaeration Center in Pasadena, California

is disabled, the DSN will provided limited operations to enable missions to communicate with
their spacecraft via the Emergency Control Center at Goldstone. Missions that subscribe to this
support can continu® receive telemetry, tracking and command serwgsonnection with the
remote MOC othe residedEmergency MOGCHosting equipment. Data detry however would
beconstrained by the limited bandwidth between the DSN ECC and remote®’MOC.

4.4 RF Compatibility Test Support

Before launch, RF compatibility test equipment will be available for use in validating the RF
interface compatibility between the spacecraft and the DSN, signal processing for telemetry,
command, and tracking functions, and some data flow compatibility. The compatibility test
equipment emulates the data modulation/demodulation capabilities via an RRdhkehto the
customer's spacecraft.

Additional details about this support are addressed in sectidh"&8mpatibility Testing DSN
Costing".

In general, not performing compatibility testjray only portions of a complete RF Compatibility
Test as listedh the 814005 including performing an Incompressible RF Compatibility Tvesit,
require aDSN waiversince it affects the DSN assurancetpport thanissions.

4.5 Mission System Test Support

The DSN assets will be available for supporting the variousmytsts conducted by the flight
projects. Examples of these tests are spacecraft system tests (ATLO system testsj@eddend
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system tests. Since the objective of the system tests typically goes beyond the verification of the
point-to-point RF capabilies, some operational DSN assets in addition to those test facilities used
for RF compatibility tests may be requirebtlote that in ATLO test configuration, the interface

from flight hardware to DSN equipment may beathfferent form compared tihat ofpostlaunch
support, e.gdigital data interface such &ME or serial R&32 may be required, instead of RF.

4.6 Spectrum and Frequency Management Support

JPLis responsible to NASA for managing the deep space spectrum and frequency résources
all JPL mission# accordance with the national and international regulations. In that capgéity,
Spectrum Officehelps the customers with frequency selectipmaoess. This process includes
coordinaing the selected frequencies with other users of the spectrumjregnsoimpliance with

the Space Frequency Coordination Group (SEC&&rfornming conflict analysis, makg
interference avoidance/mitigation recommendwjcand carnng out the licensing process with

the National Telecommunication and Information Administration (NTIAjor deep space
missions operated by other NASA centers or foreign space agencies, JPL spectrum Office will
assist the mission with frequey selection based on the SFCG Administration Resolutieh 21

For these missions, the licensing is the responsibility of the NASA center or the foreign space
agency that operates the mission.

4.7 Spacecraft Search / Emergency Support

In time of severe spacraft anomaly causing the loss of communications with the ground, the
DSN can provide equipment, such as a higimwver transmitter, as well as personnel to support
customers in restablishing contact with the spacecraRor missions that subscribe BSN
telemetry, tracking and command services for its nominal operations, the spacecraft
search/emergency support is automatically included in the service. For missions that do not
subscribe to DSN services for its nominal operations, this support ischastee engineering
support that can be requested when the need arises.

The ability to search for a lost spacecraft depends on the number of places that need to be searched,
and on the signal level. There can be several dimensions in the search regimndy, frequency

rate, direction (ephemeris) and perhaps time, if the signal may be time varying. The difficulty of
the search, or the time required for the search, increases approximately proportionally to the size
of the search region, and inverselghmthe assumed minimum possible SNR.

Onedimensional searches, such as just over frequency, are fairly easy, as-dmmdwsional
searches over limited regions, such as over small uncertainties in frequency and frequency rate or
space. Large twdimensonal searches are very difficult, but can be done with the custom
capabilities.

The Spacecraft Searchversthe following scenarios, in an increasing complextgquency and
Time Searches, Spatial Search, Frequency Rate Search, Extreme Weak SighaV&daband
Spatial Searches, and Extremely Weak Signals with Frequency and Frequency Rate Uncertainty.

Depending on thepacecraftonditions, the amount of engineering work to be done (e.g., planning
and analysis) will vary. If apacecrafheeds ths service, the DSN will work with the mission to
determine a plan to scope the search strategy.
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4.8 Open-loop Recording for Mission Contingency Events and Nominal Checkouts

Theopenloop receiveOLR)_and its ecording anbe employed to support mission
contingency needs or mission performance characterizalibis type of support is provided by
theDSN Operationsincluding Operation Engineers and JPL Engineefig.,OLR systems
development groums needed

4.9 Open-loop Recording for Mission Critical Events

For the use of opeloop recording for missiomwritical eventssuch as planetargntry descent
landing, the missioshould enlist the support frothePlanetary Radar ariRladio Science Systems
Group as it has beehistorically done, due to the critical importance of thispenned event.
Under such arrangement, tRRRSG groupvoulddothe planning and operation thfe opeAoop
receives/recording.

In addition, operloop recording can be paired with EDL Dataalysis software (EDA) to track
and decode spacecraft tones during periods of low signal levels or high spacecraft dynamics
when telemetry outages are expectbtissions intending to use entry decent and landing tones
for reattime information on spacectaftatus should enlist the support of JPL OLR systems
development group to provide ground support for this capability. The EDA system is typically
delivered as a MOS capability, requiring detailed analyses of spacecraft dynamics and link
budgets for optimgerformance during critical events.

4.10 Initial Acquisition

Upon launch, the spacecraft is in a potentially significantly different state than it will be for the
rest of the mission. As such, initial acquisition is given a special consideration to ensure proper
contact is made with spacecratft.

In general, the BN commits to acquiring the spacecraft within 10 minutes of the latter of the times
the spacecraft rising over the acquiring antenna and the spacecraft transmitter being turned on.
This latency-longerthan typical operations post initial acquisitieallows timefor dealing with

issues that often arise during an initial acquisition, such as spacecraft location uncertainty and
spacecraft transmitting antenna orientation uncertainty. Factors that maytlrausereased
acquisition timenclude launch vetor outside othe predicion, spacecraft transponder warm up

time, combination of low bit rates and long telemetry frame size, uncertainty in spacecraft mode
(e.g., nominal versus safe mode), aphcecraft rotation uncertainfgntenna nopointed at

Earth).

Theremaybealsa “gap” i n the DSN covVve spacgosaft. Ifsathe t o t
DSN wouldwork with the project to determine options for filling the gap (usingD&MN assels
and to implement such options. Tdéets for nornDSN assets are paid for by the project.
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Section 5
DSN Stationsi Operating Modes and Characteristics

Some of the capabilities described within this Services Catalog include multiple modes of
operation and alternative configurationshinttheir standard scope. This enables them to better
suit a particular customer's requirements. This section provides some additional information
describing these alternatives, as well as defining key performance characteristics. The DSN
Telecommunicabns Link Design Handbodkprovides a more comprehensive treatment of these
topics.

To protect the equipment from power saturation damage, the DSN has a constraint on the
maximum received signal strength. In normrmde, the system can support a maxinsignal

level of -85 dBm. Inspecial support mode, e.gtaunch Early Orbit Phase, Earth flyby or Earth
returnoperationsetc.,the DSN system cape configured in a lovgain mode to accommodate a
maximum signal level of65 dBm albeitwith amore signablegradationMissionsmustlimit the
spacecraft downlink EIRP so as to not exceedealtwdevels. Missionsneed to alert DSN when
operates in theB5 to-65 dBm rangdor proper DSN configuratian

51 Station Characteristics

The standardonfiguration for Telemetry, Tracking, and Command (TT&C) is one ground antenna
with dedicated telemetry, tracking, and command equipment interacting with a single spacecratft.
In this configuration, dual communication links, e.g., simultanecwsd Kaband links, between

a spacecraft and a DSN station can also be accommodated. Table 5.1, "DSN Stations and RF
Capabilities" provides an overview of the available DSN stations in terms of antenna size and type,
location, operating bands, EIRP, and signahgai

52 bSN Telecommunications Link Design Handbook, Document No-ORH) Rev. E, Jet Propulsion Laboratory, Pasadena, California
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Table 5-1. DSN Station and RF Capabilities

Downlink Freq

Gain (dBi) / GIT

AntennaType Complex/Site AntennalD Uplink Freq (MHz EIRP (dBW
yp p p q (MHz) ( ) (MH2)? (dBK)Y
DS24 S:2025 - 2120 787-987 S:2200 - 2300 567/408
Gddstone, CAUSA
D26 S:2025 - 2110 718-788 S:2200 - 2300 567/408
D34 S:2025 - 2120 787-987 S:2200 - 2300 567/408
Canberra, Australia
D536 S:2025 - 2110 718-788 S:2200 - 2300 567/408
DS54 : - ] 787-987 S:2200 - 2300 567/408
Medhid, Spain S:2025 - 2110
D556 S:2025 - 2110 718-788 S:2200 - 2300 567/408
D524, 25 X: 7145 - 7235 895-10951 X: 8400 - 8500 682/542
Gddstone, CAUSA
D526 X: 7145 - 7235 895-1155 X: 8400 - 8500 682/542
Canbena, Australia D534, 35,36 X:7145 - 7235 895-10950 X: 8400 - 8500 682/542
BAVBIG Madrid, Spain DSS54, 55, 56, 53 X:7145 - 7235 895-10951 X: 8400 - 8500 682/542
DS24 : - “ 78.1-98.1 Ka 25500 - 27000 765/582
Gadstone, CAUSA K: 22,550 - 23,150
D26 K: 22,550 - 23,150 78.1-98.1 Ka 25500 - 27000 765/582
D534 K: 22,550 - 23,150 1 78.1-98.1 Ka 25500 - 27000 765/582
Canberra, Australia
DS36 K: 22,550 - 23,150 78.1-98.1 Ka 25500 - 27000 14 765/582
) ) DS54 K: 22,550 - 23,150 1 78.1-98.1 Ka 25500 - 27000 765/582
Madrid, Spain
DS556 K: 22,550 - 23,150 78.1-98.1 Ka 25500 - 27000 14 765/582
DSS25 Ka 34315-34415 978-1038 Ka 31800 - 32300 784/611
Gddstone, CAUSA
D526 - - Ka 31800 - 32300 784/611
Canbena, Australia D534, 35,36 - - Ka 31800 - 32300 784/611
Madrid, Spain DSS54, 55, 56, 53 - - Ka 31800 - 32300 784/611
M HER Madrid, Spain S 2025 - 2110 718-788 S:2200 - 2300 560/394
Madrid, Spain D565 X: 7145 - 7190 898-1098 X: 8400 - 8500 683/532
Gddstone, CAUSA DS 14 S:2110-2118 856-1056 S:2200 - 2300 635/498
one, S:2118 - 2120 826-1026 needl-
Canbena, Australia DSS43 S:2110-2120 856-1126 S:2200 - 2300 635/498
Madrid, Spain DS63 - - S:2200 - 2300 635/498
70M 958-1158
Gaddstone, CAUSA DS14 X: 7145 - 7190 X: 8400 - 8500 745/615
1218, max ¥
Canbena, Australia DS43 X:7145 - 7235 958-1218 X: 8400 - 8500 746/615
958-1158
Madrid, Spain D563 X: 7145 - 7190 5 X: 8400 - 8500 746/615
1218, max

[1] G/T is referenced to 45-deg elevation, 90% weather condition (CD=0.90), and diplexed configuration.

[2] Frequency band is referenced to spacecraft communications. Wider X-band (8200-8600 MHz) is available for VLBI and radar services.
[3] Deep space S-band transmission (2110-2120 MHz) is restricted to emergency support at Madrid.
[4] Near Earth K-band transmission (22.55 - 23.1 GHz) and additional K-band reception (25.5 - 27 GHz) are expected in 2022 - 2024
[5] With new 80 kW transmitter expected at DSS-14 (~2026) and DSS-63 (~2028).
[6] For DSS-24, -25, -34, -54 and -55, the max EIRP may be less for the Near Earth X-band. Consult 810-005 for the actual value.
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5.2 Alternative Station Operating Modes

DSN signal capture efficiency is influenced by several factors includtagorroperating mode
(diplexed &.nondiplexed), aperture size, operating frequency, and various station configurations.
In addition to the standard oséation configuration, there are other alternatives. This section
describes these operating mod@&ote that since configuring these alternative operating modes
often involves very labeintensive activities at the DSCC, the use of any combination of them
(e.g., MSPA together with arraying and MSPA with D&XaR observations) for a given pass or
during a given period of time at a DSCC will have to be negotiated taking into account the
availability of operational resources at the DSCC.

5.2.1 Multiple Spacecraft Per Antenna (MSPA)

Multiple Spacecraft Per Antenna (MSPA) is a special configuration whereirptaulticeivers are
connected to a single DSN antenna permitting the simultaneous reception of signals from two or
more spacecraft. MSPA makes more efficient use of DSN facilities by enabling simultaneous data
capture services to several spacecraft, pravitiat they are all within the Earth statiob&sam

width. MSPA is not a service; it is a capability for resolving some schedule conflicts.

Presently, the DSN can receive signals fréoar spacecraft simultaneously in &4MSPA

configuration. MSPAdesign limits uplink transmissions to a single spacecraft at a dither

with a single uplink (S, X, K) or dudfequency uplinks (S&K, X&K) as indicated in Table23
and 33. Thus, only one spacecraft can operate in awag coherent mode, all otteemust be in
oneway nonrcoherent.

Only the spacecraft having the uplink can be commanded. MSPA users can agree to share the
uplink, switching during the pass. Approximately 30 minutes are required to reconfigure the
uplink to operate with a different apecraft resulting in 30 minutes plus RTLT before coherent
communication takes effect.

Listed below are requirements for users of MSPA:

1 All spacecraft must be within tHeeam widthof the requested DSN station

1 All spacecraft must operate on different ukland downlink frequencieend have

pol arizations (up and down) consistent wi
Commands can only be sent to the spacecraft having the uplink

High quality (2way) radio metric data can only be obtained from the spacecraft

operatingn the coherent mode.

il
il

5.2.2 Antenna Arraying

Antenna Arraying is another special configuration wherein the signals from two or more DSN
antennas are combined to create the performance of an antenna larger thaAre#jieq is also
available for combining signals with different polarizations (R&fl LCP). Combining is
performed at an intermediate frequency (IF) resulting in improved performance of both the carrier
and data channels. Arraying 34m antennas with a 70m antenna improves the performance of the
70m antenna.At X-band, bur 34m antermarraying wouldachievewithin 0.5 dB of the 70m
performancealue to aperturand system noisdifferenceplus somearray processing loss. Arrayed
operation in the ®and (2GHz), K-band (26 GHz)and Kaband (32 GHz) is also supported
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assuming that thengennas to be arrayed are at the same DSCike MSPA, arraying is a
capability, not a service.

5.2.3 Interferometry Tracking

Interferometry Tracking is an operating mode in which two stations, each at a different DSN site,
are configured to perform spacectagtcking using a Very Long Baseline Interferometry (VLBI)
technique, i.e., Delt®OR. It allows determination of the angular position (or plafsky

position) of a deep space spacecraft relative to a natural radio source by measuring the geometric
time delay between received radio signals at the two stations.

5.24 Site Diversity

Site diversity is a special configuration in which multiple sites are scheduled to improve the
certainty of achieving the desired service availabilitihis is normally done for ciital events

(e.g., orbit insertions, landings, etcJhis can be done deterministically (sites are scheduled
without reference to equipment or weather conditions), or adaptively (sites are scheduled on short
notice only when needed). The ability to usehstechniques depends strongly on the customer's
ability to adapt, the availability of resources, and/or the ability to find other customers who are
willing to make arrangements to relinquish their resources on short notice.
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Section 6
Obtaining Services and Support

6.1 General Policy
6.1.1 Access

Access to the capabilities offered in this services catalog is governed by the DSN Service
Commitment Process. Generally speaking, the services are available to anysNé&®ared

flight project or experiment inwtigation. Further, neGNASA flight projects or experiment
investigations, whether US or foreign, may also avail themselves of the capabilities described
herein, provided they first negotiate an agreement to that effect with NASA headquarters.

6.1.2 Effective Duration of DSN Commitments

DSN Commitments to Missions, as documented in the DSN Service Agreements, are for the
duration of the approved mission phase. The commitments need tesialvtBshed upon mission
extension phase.

6.1.3 Use ofStandard Services

The standard services described herein this document areo8éd and operated by DSN staff.
The use of non DSM¥wned equipment needs to be negotiated between DSN and mission.

6.1.4 Charges forMission-unique Capabilities

Some customers will requikeetter performance than that provided by the standard data services.
Similarly, "tailored" services can be provided when the standard services must be heavily
customized in order to meet the customer's op
endeavor requires functions that are not supported by the standard seltvisesxpected that

mission will carry additional cost ostandard serves with enhanced performance aaiored

services The cost attributed to mission is the net incread8SN cost over the whole life cycle

of the services.

6.2 Points of Contact

The SCaN Mission Commitment Officeerves as the NASA Headquarters paifitontact
regarding the capabilities described herein.

The DSNCustomer InterfacManagemenOffice serves as the liaison between the customers and
the DSN for all implementation and operations related to the DSN commitmEmsMission
Interface Manager (MIM) is the mission point of contact throughout the life of the mission.

Customers areggiven more specific points of contact, with reatfack across the DSMs
appropriate.

6-1



820100, Rev. H

6.3 Pricing

NASA has established polici€ghat govern how costs for the capabilities described herein are
allocated between multhission base funding and project (i.e., missionfng. The remainder

of this section focuses on the relationship between those policies and the availabfeissidt
capabilities.

A “grassroots’, designbased, costing exercise is highly recommended for estimation of costs for
services and support that are not covered under the Aperture Fee (see below). This is typically
conducted for missions in the formulation phase by an engineering teanzedgimough the

DSN Mission Support Definitiomnd Commitments Office.

6.3.1 Pricing for Standard Data Services

Pricing for DSN utilization (i.e., standard Data Services) is based on ApertureTRess. are
computed using an algorithdescribed in this section

Cost numbers supplied in this Section are for planning purposes only. To ensure accurate
application of this information and to validate cost estimates please contact the O&tomer
Interface and Managemen®ffice.

The algorithm for computing DSKpeature Feesprovidesincentivesto customergo maximize
DSN utilization efficiencyoy employng weighted hoursvhendetermiring the DSN supportosts
The following equatioms used to calculate tHeourly Aperture Fe¢AF) for DSN support.

AF=Rg* Aw * Mw (equation 61)

Where:

AF =weightedAperture Feger hour of use.

Rg =hourly rate, adjusted annually.

A = aperture weighting:
=1.00 for a singl&4-meter station (i.e., 3th BWG and 34m HEF).
= 2.00 for a two 34neter station arragnd 2station Delta DOR
= 3.00 for a three 3feter station array.
= 4.00 for a four 34neter station array.
=3.00 for 7Gmeter stationgor any combinationhiat includes a #ineter

station)

Mw = MSPA weighting factor

= 1.0 unlesglownlink only, then 0.5

The aperture weighting, A for 70meter stations is 3.0, as compared to 1.0 fem@der
stations. This applies to any combination of @d34-meter station usage; for example, a 70
meter + 34meter array would have a weighting factag4.0.

%3 Space Communications and Navigation (SCaN) Mission Operations and Communications Services
( MOCS) ", EiettiveDatex August, 13, 2021
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At the time of publication of this document, the D&bhtact dependent hourly ratBd) was
$1,792 For current rate information, proposal respondents should ctmeadSN Customer
Interface and Management Offigee section &.for Points of Contact).

For cost calculation purposes, pass durations over 8 hours will be treated as if briviter8up
hour segments, in order to assign approximate setup and teardown overhead.

Total DSN cost is obtained by partitioning mission support itmee phases specifying
requirements for each phasealculating the perturefeg and summing these feesemall of the

mi s s iplmsesThese groupings and calculations are performed by the online DSN Aperture
Fee Calculator, which can generate loading profile reports as well as cost tables and graphs.
Aperture Feesclude several services in the followiogtegories: command, telemettyacking,

radio science, radio astrononandradar science

6.3.2 DSN Costing Calculations

Calculate DSN costssing the online DSN Aperture Fee Calculator by:

1. Specifying required services arahy variants such as which antenna subsets to use,
leading to a set dfervice aliase$o reference in one or more requests (Step 3 below)

2. Defining relevant mission events and phases

3. Specifying required DSN servicéseferenced byservice aliasfrom Step 1)over time
intervals, whether as a certain number of tracks per interval (day, week, etc.) or as
continuous coverage

The Calculator will generate a loading profile summary by year and week, as well as costs broken
down by service and time period. It handles thappr association of setup and teardown times
depending on the type of service

Theonline RF Aperture Feealculationtool can be found dtttps://dse.jpl.nasa.gov/extFor
further supportcontact the DSNCustomer Interface and Manageméftice.

6.3.3 Includ ed Services

The Aperture Fees for full cost accounting purposes and is not an expense to a NASA
sponsorednission.The aperture fee accourits the following standard data services and
engineering support:
Data Services
1 Command Services
Telemetry Servies
Tracking Services
Radio Science Services
Radio Astronomy Services
1 Radar Science Services

T
1
1
1

Engineering Support
1 Systems engineering support
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Advance mission planning support
Emergency limited continuity of operation
Mission system test support

Spectrum and frequency management support
Spacecraft search support

Initial Acquisition Provision

= =4 =4 -8 48 -9

Note: Costs for ground communications inherent in providing these standard services are
included but costs for interface from DSN to mission MOS are $&te Ground
Communications Interface, Sectio® 3or additional details Some Engineering Support costs
may be outside the Aperture Fee coverage, depending on the level of support @aediednd
and telemetry services may need some adaptation thaigkiems pay farAlso, RF
compatibility test support is expected to be paid for by the missions.

6.3.4 Multiple Spacecraft Per Antenna (MSPA) DSN Costing

Some flight programs, such as those surveying Mars, have clustered several spacecraft about a
planet. Itis possible to simultaneously capture telemetry signals from two or perhaps more
spacecraft provided that they lie within theam widthof the Earth station's antenna.

If this situation applies and the constraintselitbelow are acceptable, then it mag possible to
reduce the Antenna cost by half for spacecraft operating without an uplink ircainerent mode.

For a Project to avail itself of the MSPA savinlysy=0.5, the following constraints must apply:

1 All spacecraft must lie within theeam widh of the requested antenna.
o If applicable, pojects must accept reduced link performance from imperfect
pointing.
1 Spacecraft downlinks must operate on different frequencies.
1 Only one spacecraft at a time can operate with an uplink in a coherent mode.
o Commands can only be sent to the spacecraft receiving an uplink.
o Ranging & coherent Doppler are available from the spacecraft-way2node.
0 Remaining spacecraft transmindy downlinks with telemetry only.

The reduction is automatically taken itocount in the DSN Aperture Fee Calculator WRSPA
downlink-only services are specified.

6.3.5 Clustered Spacecraft Aggregated DSN Costing

Occasionally a mission comprises several spacecraft flying in a geometric formation, but with
spatial separatiotoo large to utilize MSPA. Rather than request simultaneous support from
several DSN stations, the project may agree to sequentially comtactgacecraft. From a project
viewpoint, it is desirable to treat sequential DSN communications with several spacecraft as a
single DSN contact for costing purposes. This section outlines the conditions when aggregation
IS permitted.

The DSNstation coffigurationis a key element in establishing the continuous nature of a contact.
If a new configuration is required for each spacecraft in the cluster, then support of several
spacecraft assumes the character of individual contacts arranged in a seopamtidlonversely,
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if everything at a DSN station, except the direction in which the antenna is ppiatimans fixed
when transitioning to a different spacecraft, the essential character is one of a single contact.

Station configuration involves loadj predicts containing: transmit and receive frequencies,
Doppler frequency estimates, data routing information, measuring station ranging delay, etc.
These may be unnecessary when the several spacecraft:

1 Operate on the same frequency,
1 Require identical ata routing, and
1 Do not utilize ranging.

For missions consisting of multiple spacecraft, each of which receives commands and/or transmits
telemetry sequentially to and from a single DSN Earth station in a series of contiguous
communications, then aggregatiof individual pass times into a single contact may be reasonable.

Clustered Spacecraft Aggregated DSN Costs are calculatesiby the DSN Aperture Fee
Calculator as usual, but including the total transition overhead time between spacecraft within a
pass as part of the aggregate tracking time.

All missions consisting of a cluster of spacecraft not meeting the above criteria should calculate
their costs using equatiorltreating each sequential communication with a member of the cluster
as a separatand individual contact.

6.3.6 Data Relay DSN Costing

Data between @pacecraft or a landend a DSN station, which is relayed througlother
spacecraftlikely an orbiter) may be unaccompanied or interspersed with data from other sources.
At any specificiime, a DSN station may be communicating with one or repaeecraft/landers.

Pass cost for relay data is associated with the relay asset
6.3.7 Delta-DOR DSN Costing

Under the correct geometric circumstances, Delta Differentialv@yeRange (BltaaDOR) can

result in a net reduction in needed tracks. This is so because addiadDR passes can reduce

the number of contacts needed to collect long data arcs of coherent Doppler and ranging
measurements necessary t o DelteDQRoan alsoée usepd asae cr a f
independent data source to validate orbit solutions. However, two widely separated Earth stations
are required simultaneously to view the spacecraft and the natural radio sources.

To calculate a cost for adllaDOR pass, users shiol use the DSN Aperture Fee Calculator to
specify.

1 TheDSN complexesiesired for the Blta DOR service
T AmountofCeltaDOR data required t o o,lwhichtramslateh e s p a
to a @ss length (generally 1 or 2 hours)

The Calculator will automatically apply the correct setup/teardown overheads and account for the
antennas specified.
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6.3.8 Beacon Tone Monitoring DSN Costing

Beacon Tone Monitoring is a leeost method for verifying spacecraft health. A spacecraft
transmits ugo four predetermined tone frequencies (subcarriers) indicating its current condition.
Spacecraft must be designed to monitor their subsystems and direct an appropriate tone be
transmitted. Beacon Tone Monitoring is particularly useful during long cpeiseds when little

or no science data is being collected. This beacon support should not be confused with tone
detection methods used for support such as HiscentLanding (EDL) operations.

Beacon Tone tracks (exclusive of configuration time) aregdly short— 40 to 60minutes.The
DSN capture the detectetbnes and deliver the to the mission usdiise mission usersiot DSN
personnel, must determine the meaning of the received tone.

To calculate the cost for beacon tone passes, users sheulteudSN Aperture Fee Calculator
and specify the use of the “Beacon” service.
minutes) and teardown (15 minutes) times in the calculation.

6.3.9 Compatibility Testing DSN Costing

The DSNstronglyencourages prlaunch compatibility testing as a means to eliminate post launch
anomalies and expensive troubleshooting. The DSN maintains two facilities known as the
Development and Test FacilifipTF-21), and a Compatibility Test Trailer (CI22). The DN

also has equipment at the NASA Launch facility (ML) to support the praunchreverification

testing Except for the higipower transmitter, antenna, and low neiseeiving amplifier, which

are not included, these facilities are configured muchdikeperational DSN Earth station.

Approximately eighteen months prior to launch, projects should bring their Radio Frequency
Subsystems (RFS) to DTEL for testing. Testing requires approximately one to two weeks and
includes such items as RF compatilgjlilata flow tests, and transponder calibration. However,
compatibility testing does not include the ability to testd&ad uplink, Radio Science, or Delta
DOR capabilities. Additional testing can be arranged by utilizing the CTT at the spacecraft
manufacuring facility, if required.

RF compatibility test support is expected to be paid for by the missions, fmttincluded in the
DSN Aperture Fee Calculator.

6.4 Scheduling

Scheduling for multimission services and support differs, depending on the typaepaibdity
being provided.

9 Tracking time allocatioiffor Data Services in Section 3}; Scheduling oDSN tracking
activitiesis done by user community using t8ervice Scheduling Software, via a process
coordinated and managed by B8N Planning and SeldulingOffice. The output mid
range schedulat leastiight weeks in advance of tracking activitissnade available to
missions for spacecraft sequencing purpos€hanges in the interim period can be
incorporated and refined into a conflicke #day scheduldt must be noted that the DSN
neither allocates nor commits its antenna resources. Project tracking time allocations are
performed by a committee ohissionrepresentativedacilitated by DSNPlanning and
SchedulingOffice.

6-6
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1 Engineering Spport(Section 4} Whether levebf-effort or for specific events, schedules
for Engineering Support Activities must be negotiabstween mission anthe DSN
Mission Interface Manager and documente¢h the commitment document, e,gOSN
Service Agreements

6.5 Data ServicesProvisioning

Figure 62 depicts at high level, the interfaces involved in actual data service provision (there are

al so, of cour se, i nterfaces between the DSN
which are not shown in the figure). Once a requested service has beenesthitbéucustomer

interacts with the Service Management function by submitting additional service request
information as needed:his typically occurs well in advance of the pass, although there is a limited
capabilitegtt T me” “ n p deaviceManagemenh fanctiSn interprets the request,
allocates and configures the necessary assets, and provides service execution monitor and control.
The customer’s user function or process esta
mission datas exchanged (this may be as simple as a file transfer), either during or subsequent to

the pass.

<=Service Request =

Service Management ]
(Production / Provision)J

I I

Asset Configuration, Monitor Info,
Control Acctdy Info

| I

Command Svcs

r Service Utilization
Resour ce Allocation L Management
& Schedule

= Accountability Report =

Contr ol Monitor Info

[[ Telemetry Svcs

( Service Utilization
L(User function or process)

< Mission Data=—>

N

[_[ Tracking Svcs

L[ DSN Science Svcs

Service Provider Service User

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
|
i 4
1
1
1
1
1
1
1
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1
1
1
1
1
1
1
1
1
1
1
1
1

Figure 6-1. Data Service Interfaces
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Appendix A
Glossary ard Acronyms
AF e Aperture Fee
AOS ..., Advanced Orbiting System

Aperture Fee...........

An empirically derived algorithm established by NASA for apportioning
DSN utilization costs

ATLO ..coovviiiviinn, Assembly, Test, and Launch Operations

BWG.......cccoveee Beam Waveguide

Capability................. Used generically in iB Services Catalog to refer to any service and
support used by missions.

CCSDS......ovviveveeeee Consultative Committee for Space Data Systems

CFDP.....covveveeerinnnn CCSDS File Delivery Protocol

CLTU i Command Link Transmission Units

CPii NASA Communication®rogram

CTT. e Compatibility Test Trailer

Customet................. An organization that acquires capabilities from the DSN office in order to

Decommissioned.....

conduct a flight project or experiment investigation

Applies to a capability or facility that is no longer supported for use by
any customer

DeltaDOR............... Delta-Differential OneWay Ranging

DSA...., DSN Services Agreement

DSCC......oooviid Deep Space Communications Complex

[D1S] ) Deep Space NetworkA multi-mission operations system which provides
transport of mission data over space links, as well as observational science
utilizing those links

DSN Science........... Refers collectively to Radio Science services, Radio Astronomy services,
and Radar Science sergg; orto the data and metdata generated by
these services

DSOC........ccoeed Deep Space Operations Center

DTF. .o Development and Test Facility

DTN .ot Delay Tolerant Network

ECC..oooiiiiiii Emergency Control Center

EIRP....oovvvviiins Effective Isotropic Radiated Power

EOP....cciii, Earth Orientation Parameser

ERT .o Earth Receive Time

GDS..cooovvieeieeeee Ground Data System

GEO.............u..........Geosynchronous Earth Orbit

HEF......cooi High Efficiency(34-m antenna)

IERS......coriiens International Earth Rotation and Reference Systems Service
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Intermediate Frequeneyreferring to a particular region in the
electronagnetic spectrum.

International Organization for Standards
International Telecommunication Union

Integration and Test: A development activity comprising the assembly of
a system from its constituent components and ensuring that the result
functions as required.

Kilo-bits per second, i.e., 1,000 bits per second (Ha#r21024 bits per
second)
1] o] o 1< J Megabits per second, i.e., $6r 1,000,000 bits per second

Mission Interface Manager

.................... Used generically in the Servic€atalog to refer to a flight project, an

experiment investigation conducted in conjunction with a flight project, or
an experiment investigation using the DSN as a science instrument

............ Data that is transported via spagr@und communications li or is

derived from observation of that link. Includes command data (but not all
information pertaining to command preparation), telemetry (level O or
thereabouts), tracking data (but not navigation data) and DSN science data

MOC ... Mission Operations Ceet

MOS ...

Mission Operations System
Mission Support Area

MSPA. ... Multiple Spacecraft Per Antenna
NASA....ccoiiirrieeeee National Aeronautics and Space Administration
NASA IntegratedCommunicationsServices

NICS......oiiie

Quality of Service- A defined level of performance in ammunications
channel or system (or, more generally in an information system)

QQCL.....coerrrenn Quiality, Quantity, Continuity and Latency

RTLT....cooiiiiiiiiiiiiis

Radio Frequency
Remote Operations Center
RoundTrip-Light-Time

Service.....cooveeeeennn... A self-contained, stateless functitimatacceps one or more requests and

returns one or more responses through aeedihed, standard interface
Space Frequency Coordination Group

SFDU..oovviviieeend Standard Formatted Data Unit

Space Link Extension

Signatto-Noise Ratio

Signal Processing Center

SunProbeEarth or SurSpacecrafEarth angle

SPICE......cciriind Spacecraft, Planet, Instrumentn@atrix, Events

Spacecraft/Planet Kernel (SPICE Ephemeris Subsystem file)
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TT&C.......................Tracking, Telemetry, and Command

(U 1ST=] A A person patrticipating in flight project nsi®n operations or an
experiment investigation who interacts directly with services or support
provided by DSN

UTC....ooviieieeeeeeenn, Coordinated Universal Time
VCDU ....ccoeevvvvnnnnnnn. \irtual Channel Data Units

VDI F .......\VLBIData Interchange Format
VLBI .......................Very Long Baselinénterferometry
VPN..cooo i, Virtual Private Network
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Appendix C

Service Interfaces

The following table provides a summary of the technical interface documents associated with

various services.

Service Type Interfaces (820013)
Command Radiation Stream 0239 Telecomm
Command Radiation File 0191Telecorm
0198 Telecoom-SCMF
0241 Telecomm/0242Telecomm
Command Delivery File 0213 Telecomm-CFDP
0188 Telecomm
Telemetry Frame 0163 Telecomm(legacy) / 0243Telecomm
0161Telecomm
Telemetry Packet 0172Telecomm(restricted to legacy
missions)
Telemetry Telemetry File 0188 Telecomm
0213 Telecomm-CFDP
Telemetry Beacon Tone 0233 Telecomm
Space Internetworking Bundles To be established
Tracking Validated Radio TRK-2-34
Metric 0212Tracking TDM
Tracking DeltaDOR TRK-2-34
0212Tracking TDM
Calibration and Modeling | Platform Calibration | TRK-2-21
Calibration and Modeling | Media Calibration TRK-2-23, 0212 Tracking TDM
Radio Science Experiment Access | 0159 Science0222Science
Radio Science DataAcquisition 0159 Science0222Science

Radio Astronomy

Signal Capturing

N/A (hardware interfaces)

Radio Astronomy

Data Acquisition

0200ScienceVLBI, 023*Science

Radio Astronomy

Data Correlation

0200 ScienceVLBI, 0222-Science

Radar Science

Experimen Access

To be established

Radar Science

Data Acquisition

To be established

Service Management Trajectory 0168 ServiceMgmt
TRK-2-33 (SPK)
0193NAV-OPM (Orbit Parameter Message
0194NAV-OEM (Orbit Ephemeris Message
Service Management Scheduling OPS6-12 (not available to new missions

entering Phase B after September 3021
0245 ServiceMgmiSCH (Future missions)

Service Management

Events & Link
Characterization

OPS6-13 (Not available to missions enterin
Phase B after July 2022)
0211Service MgmMiSEQ (Future missions)

Service Management

Monitor

0158 Monitor
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Service

Type

Interfaces (820013)

ServiceManagement

Accountability

0199 Telecomm
0206 TelecommSLE
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